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Chapter lintroduction

1.1 Motivation

With the growing ubiquity of wirelessommunicationMobile Ad-Hoc
Networks (MANETS) and Delayolerant Networks (DTNshave emerged as
important and active areas of research and developitteege networks feature
mobile, multi-hop, and disconnected topgliesandprovideservices irharsh
conditions (high latency, opportunistic connections, variable link statdsof end
to-end connectivityetc.), alleviating the need for fixed infrastructutdewever,
evaluating new routing protocols, applicatioasd lardware implementations
requiresa testing environment capableprbvidingrepeatable and controlled
experiments without sacrificing realisian environmenthat isdifficult to come by.

Conductingdive field tess usingactualhardware in thenvironment of
interestis an experimental technig that offers high level ofealism buthas many
shortcoming. Representing a topology of mobile nodegquires a large number of
subjects and can be difficult to choreograph and control overdaygmraphical
area only getting worse as the numbemaides scake Also, measurementare
susceptible tarastic changes in the environment suchasingvehicles, people
walking by, andother interfering radio devices, limitirexperimentatontrol and
making field tests only marginally reproduciblgying to mitigate the undesirable
effects of real world environments makes the already time consuaskgf

conducting field tests a challenging endeavor.



Due to the time, difficulty, and expense of running live field tests, researchers
have developedwide variety of test environments, including wireless network
simulators, wirelesshannelemulators, and recently emerging wireless testblus.
remaindeiof this chapter Wi describepopularimplementations of these testing
environments, highlightintheir strengths and weaknessiediowed by a description

of our wireless testbed prototype adoutlineof this thesis.

1.2 Related Work

1.2.1 WirelessSimulators

Even with the growing interest in wireless testbeds, wireless network
simulatorssuch asNS-2 [26] and theOpportunistic Network EnvironmenDNE)
[21], have remained thereferredmethod for evaluatinthe performanceof MANET
and DTNprotocols and applicationSimulators provide repeatable experiments in a
controlled environmentyithout the highcostsof hardware and lab@ssociated with
real field deployments and testbeloreover, scalability in simulators is not limited
by the number of hardware devices, but the increased runtime of as a result of
simulating large network topologieBhe popular simulators mentioned above are
often criticized for not keeping up with 802.1amstlardsandfor a lack of
documentationstemming frontheir open source nature. This had te the
development of commeial simulators such as OPNHEZ7] and QualMt[37]. These
simulators claim to havieetter support for current standards and offer added features
such as mdeling antenna patterns awdather\While simulators possess many

desired qualities fgperformance evaluatigothe difficult task of modeling both the
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system at all layers of theetwork protocolstack as well as the interactions in the
physical environment has redudbeir experimental realism.

Most simulators contaidetailed protocol models of the IEEE 802.11
specifications, but then make vast oversimplifications of electromagmate
theory, resulting in a fairlynrealisticmodel of thephysical layer. Kotz et aj24]
conducted a survey gkverapublications, enumeratingx common assumptioms
which simulatorseither explicitly or implicitly reled upon the world is twe
dimensional; a radio's transmission area is circular; all radios have equal range; if |
can hear you, you can hear me; if | can hear you at all, | can hear you perfectly; signal
strength is a simple function of distanG&e authors theoonducta set offield tests,
collecing data in a real world outdoenvironmentFrom theirmeasurements, they
concluded that thenderlyingassumptions all contradictéehaviors observed in the
field test.Other researcf0] indicates that not only are there discrepancies between
simulators and theeal worldat thephysicallayer, but at the MAQayer as well.

Calvin et al[6] present a set of measures collected duringithalaton of a
flooding router chosen for its simplicityacross three popular simulat¢@PNET,
NS-2, GloMoSim) The results show that significant divergences exist between the
simulators, both numerical and behaviomnalsomecases makg them barely
compardéle; mostly resulting from different implementations of the physical layer.
When it comes to thaccuracyof simulators, thesdivergences demonstrate htve
performance of attoc network protocols deeply depemasthemodeling of the

lower layersof the protocol stack



1.2.2 WirelessChanneEmulators

The lack of experimental realism present in today's wireless network
simulators has caused some researchers to adopt emulation as a means for evaluation.
Emulation embraces the use of real hardwarécdsysimulating network
communicatiorwithout having to modify their protocol stacléss the name suggests,
wireless channel emulators foqusmarily on the physical layeemulatingsignal
propagation characteristics between each dexeethe wireles transmission
medium.The efforts discussed below both use Digital Signal Processing (DSP) to
support dynamic channel conditions such as fading and multipath, allowing for fine
grained control of the physical medium.

Azimuth Systems produces a line of Kifle-Input/Multiple-Output (MIMO)
wireless channel emulatdi2], providing solutions for testing WiFi, WiMAX, and
2G/3G/4G UMTS/LTE productsThey use DSP to model RF channels as a Channel
Impulse Response (CIR), implementing the response as a tappgdinikelEach tap
represents a different path taken by a propagating signal between the transmitter and
receiver. The tapped delay line allows users to madtfjbutes of RF signals such as
time delay and powerepresenting the distance the signal tled@long with the
power due to interactions in the physical meditiimese devices also support
changing signal phase, applyiBgpplereffects, fast fading models, as well as an
Additive White Gaussian Noise (AWGN) generator to simulate real world
backgraind noise in the environment.

The wireless channel emulators developed by Azimuth Systems provide fine

grained control of the physical mediwatiowing for the manipulation of several



signal characteristics. Howevéngse devices are severely limitagtheir internal
connections betwedhel/O ports.The ports are laid out in two sets, bank A and
bank B, where no links exist between ports of the same haddesign was
intended for the performance characterization of MIMO devices, not supporting the
crossconnections necessary to simulate signal characteristics between arbitrarily
arranged nodesn addition, a method for controlling this device is still required.

The CMU Wireless Emulatarses a Field Programmable Gate Array (FPGA)
to implement DSPdigitally emulating wireless signal propagation between nodes.
RF nodes are placed in shielded enclosures for isolation, preventing inadvertent cross
talk, and are connected to the emulator through shielded cables. On transmission, the
output signal fromeach nodés attenuated, converted to a lower frequency, and then
digitized using an A/D converter. The digitized signal is then sent tD&feEngine
residing inthe FPGA.The DSP Engine implements a tapped delay line, where the
signal is pulled off after a programmed amount of delay. The output signals are then
combined with the scaled signals from other RF nodes before being converted back to
both an analog signal using>#A converter and the original frequency.

This designallows for complete control of multipath signal characteristics,
simulatingreal world mpairmentsuch as path loss and path delay using multi
tapped delay lines and dynamic path gaihsteover, tlese impairments are applied
in real time, avoiding long simulation timé&he current implementation supports the
full 2.4 GHz Industria) Scientific, andMedical (SM) band and can handle up to 15
nodes. The next version of this emulator is claimed tp@uup to 32 nodeJ.he use

of an FPGA for DSEnablesll-to-all communication, allowing for representations



of arbitrary network topologie¥.he main drawback is that allowing for complete

control of multipath characteristics requires a method to peavid necessary path

loss and path delays. The current platform uses abstract channel models and doesn't
take full advantage of its capabilitiéhis emulator is an attractive option and future

implementations of the work in this thesis may focus on ratean of this device.

1.2.3 Wireless Testbeds

Over the last decada,wide varietyof wireless testbeds have been developed
and it is importantnderstand each classification and their key differer@es class
of testbedsnvolves full-scaledeployments imealworld environmenrs, allowing for
wireless testing in realistic conditioris.MIT's Roofne(7], wirelessnodes are
spread acrosSambridge, MA orvolunteersrooftops. These nodes form a large
scale static mediopology and provide broadband internet service to its ubkes.
network is mainly used for studyingneless network characteristiegrying
transmit powers in order form or break linksA similar deploymentthe UMass
DOME Testbed4], introduces mobility by plang its wireless nodes on 354ms
driving on the University of Massachusetts campus in Amherst, Miadded node
mobility makes this testbed more flexible, bigstill limited to bus routesnot
allowing for arbitrary topologiedJnfortunately, these deploymarguffer from the
drawbacks of real worldnvironmentgliscussed in section 1.1.

Another class of testbedstroduces greater control and repeatability by
emulating largescale wireless networks in a much smaller area, usually indoors.

Testbeds of this nature inclu@RBIT [35] andMINT-m [10]. The ORBIT testbet



comprisedf 400customdesignechodesin an indoor 20m x 20m gri&gince the
wireless node grid is static, different network topologies are created by selecting
which nodes arto beactive, transferring the state of one node to another to emulate
mobility. Signal reception between nodes is controlled by injecting noise into the
environmentmanipulating the noise floor and changing the Si¢Bording to a
mapping algorithminstead of using a static set of nodes, the MiNT testbed makes
use of robots to imbduce mobility and topology reconfiguration. To emulate large
environments they add an attenuator between a ramdesna connect@nd antenna,
therebyshrinking the physical spadBoth of these testbeddfer an interesting
approachbutit is uncleathow precisely they can control individual links between
node pairsan essential componeantemulating multihop largescale topologies.
Moreover the indoor environment introduces its own multipath effects that are not
representative of the multipath thaould exist in a outdoor environment, casting
doubt on how realistic links may ble. order to scale these networks, another
physical node needs to be introduced. This can be bound by the size of tresroom
well asthe costpernode, which is more ofnaissie for ORBIT since it usesustom

designed hardware.

1.3 Previous Wdxr

To avoid thecomplicationsof conducting field tesfsnany researchers have
relied on wireless network simulators which allow for a high level of control at
almost every layer of therotocolstack Even thouglsimulators are an attractive

option, theirhighly controlled, repeatable experinte come at theost of accuracy as



previously discussed in section 1.2Mireless channelmsulators such as the CMU
Emulator are a viable optiobut require complete control of each propagation path
between node paifgttenuation and time delay)his provides amteresting option
that may integrate well with the work presented in this tregiswill be discussed in
the future work section at the end of tthiesis.Thedevelopment of testbedike the
onesdiscwssed in section 1.2185e real RF for their experanmts in attempt to control
a more realistic environment in a simulator fashion, but they too have their own
shortcomingsThe testbeds presented in the following sectames hybrid between
using real RF and simulatipproviding a more accurate wireldsst environment
Both arepart of a collaborative effort between the Laboratory for Telecommunication
Sciences (LTS) and the University of Maryla’dlist of current and past

contributors can be found appendix B.

1.3.1 MeshTest

The MeshTestestbel [9] was designed to provide the qualities of a sinaulat
such as contromanageability, and repeatability, without sacrificing the realism of an
RF environmentThe basic setup consigiswireless nodes placed in shielded
enclosuresThe RF energy from each noewired through shielded cables from its
antenna connectoo an RF switch of programmable attenuators. Control software is
then used to dynamically configure the attenuationsdetveach node pair, allowing
us to effectively simulate mobility and arbitrary topologies. This testbed uses real
hardware, reabperating systemsnd real applications, while manipulating a real RF

environment.



The original testbed contained 12 nodbtainedfrom the ORBIT testbed
through a partnership with Rutgers. The ORBIT natleseplaced in shielded
enclosure®ffering roughly 80 dB of signal isolation, preventing inadvertent cross
talk. The wireless antennas weeeoved and the cards wired tM& bulkhead
connectors. A shielded cable then connectsttienna connectoo one of 16 input
ports of theRF switch. The internal design of thex bswitchis shownin figure 1.7,
n being the number of inputs that connect thronlgkthernetcontrolleddigital
attenuators tb busesSincethere ard busesthere aré paths between any pair of
inputs.A signal on any path must pass through two attenuators to simulate loss
between node pairs. Thaschitecturanakes computingtenuator setting more
difficult than one may thinkthe algorithm ighoroughly detailed if9]. The RF
switch simulates channel loss between node paffiesing an attenuation range of O
127dB. However, the RF switch is unable to simulate propagd¢ilays.When a
signal passes into the switch, it experiences about 45 dB of insertion loss. This loss is
due to passing through the switch's cables, connectors, and mainly the energy division
in the splitters. The loss of 45 dB may seem concerning, rgarspace it's only

equivalent tahe first1.8m of path loss.
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| || | «— Splitters —————»
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A
T ‘ <4+ "Outputs"————»

Figurel.1l: MeshTest RF Switch iagram

For configurability and manageabiljtyleshTestakes advantage of the
ORBIT testbed management software to contrttached nodes. This gives the
ability to supplyan input script tahe control software describing the mebiletwork
at each step in time. Softwaseadded to this framework forst map physical
arrangements of nodes to attenuator settangd therupdate the RF switch through a
TCP socketsimulating experiments in real time

Unlike simulators, this setup doesn't require any modeling gdrtitecol
stackand subjedreal hardware to a real RF environment. Experiments can be
conducted witta more diverse set ofutti-hop network topologies without being
limited by the physicamedium. It is also important to note that any device of interest
may be placed inside the shielded enclosures as long as they are wiflequleacy

range of the RF switclirurther analysis of this testbed can be foun@jrand [44].
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TheMeshTestestbedffersan entirely newclassof wirelesstestbedsbut
comes witha fewlimitations. First, the scalability of experiments is limitedttoe 16
input ports of the RF SwitciThis issue is addressedthre next section bthe
successor of MeshTegtlso, the testbed only controls attenuation between node
pairs. An attractive option is to incorporate the CMU Wireless Emulatovyialy) for
directcontrol of individual pathbetween node pairMostimportantly MeshTest
usesFree Space Path Loss (FSRacalculaé the attenuation between nodesl the
architecture of the switch makes for more difficult attenuation calcutatigwth of

these issues are resolMeyithe testbed presented in this tlsesi

1.3.2 Virtual MeshTest

To addresgheissueof scalability present in the MeshTest testhmd,
research grougesigned th&/irtual MeshTest testbe@MT) [14]. The setup is
similar to that of MeshTest; weless nodes are placed in shielded enclosures with
their RF energy wired through shielded cableartanput of one of two RBwitches
containing programmable attenuatdtsntrol software is then used to dynamically
configure the attenuations beten node pairs on each switstMT expands the
capacity of the MeshTest by introducing virtualization of nodes and live migrations,
activating clusters of nodes across twpdt RF switches.

VMT consists of 16 physical nodes placed in shielded enclosinetar to
MeshTest, excefgthe nodes are split into two subsets with each subset connected to
its own eight porRF switch The current nodes are running Debian Linux with the

2.6.325-xenramd64 kernel and haBroadcom BCM4321 802.11 a/b/g/n wireless
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cards.EachRF switch follows the same design as in MeshTegure 1.1)and

attenuator settings are calated using the same technique. Both RF switches apply
45dB of insertio lossto input signals and each programmable attenuator has a range
of 0-127dB.

TheVirtualization of nodes and live migraticet this testbed apart from its
predecessoil he testbed controller takes a scenario file as an input which describes
the topologies and mobility of nodes over time. Each node in a scenario is given a
virtual machine, anode initially runningon a virtualization server. When a group of
vnodes arebout to come into communication rangeeyare migrated onto physical
nodes, callegpnodesVnodesthat are geographically isolated will remain running on
the virtualization server until future interactions #asible This conceptof housing

nodes untithey become active gepicted irfigure 1.2

Virtualization Servers Wireless Testbed
A
<
¢ = N
| N
/ b
] ] — f’\ \

Physical
Scenario

<

Active Nodes

L

Figurel.2: The Premisd®ehind Virtual MeshTest
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VMT preserves the wireless test environment presented in MeshTest, but
addresses scalability by introducing virtualization and live migrakaperiments
have shown thaMT is able to handle scenario$ up to34 nodeg23], but this
requires that nodes exhibit cluster like behavior and thatizieeand number of
communication clusters can be properly allocated to the ports of teeiRIA.
Another issue liewithin the migration oi/nodes Each migration can take three to
four secondsincreasng experiment runting and wthin that migration time
communicationis suspended across the switithis because of these minor issues that
the presented testbed wiiticus on expanding the MBTest testbedvhich will
simplify initial validatiors. VMT provides a viable option to address scalability, but
will be further explored after initial validation of the presented testbed has been

completed.

1.4 BounceHaus Owaew

In this thesiswe presena prototypeof alaboratorybased mobile wireless
testbedextending the conceptd MeshTestcalledBounceHausBounceHaus is
hybrid between using real RF and simulatioffiering researcheithe desirable
experimental qualities afontrol manageabilityand repeatabilitywithout sacrificing
realism.Nodes are placed in shielded enclosures, having their RF energy wired
through shielded cables from thaimtenna connectots an RF switch of
programmable attenuators. Control software then dynamically configures the
attenuators between node pairseal time. This allowsis to effectively simulate

mobility and arbitrary topologieshile subjecting real hardware running real
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operating systemasnd applications to a real RF environmetr testbed is freed
from the task of modeling the protocol stack of each node, only manipulating the
physical medium connecting theifthe key feature of BounceHassttingitself apart
from MeshTest is its use obmmercial ray tracing softwaendhigh-performance
hardwareto make realistic signal powand characteristics predictions,
circumventing the use of abstract channel models.

Unlike abstract channel modetay tracing softwaréooks at the specific
interactionsetween propagating electromagnetic waves and objects in a highly
detailed 3D environmenlt calculates the total path loss between a transmitter and
receiver by constructively or destructively adding the multiple paitkise receiver
that result from these interactions. This physics based approach accurately predicts
the effects of largscale fading, shadowing, and fast fading that odoertoterrain,
buildings, foliage, and other objeatsany 3D environment, whethit be outdoor,
rural, indoor, or mixed pathVith the integration of ray tracing software, the testbed
is able to contriathe attenuations between node paiith a higher levebf

experimental realisnThe testbed design amagchitecture are describedChapter 2.

1.5 Thesis Outline

The remainder of this thesis proceeds as follows. Chapter 2 presents testbed
design including the hardware architecture and testbed implemenGiiapter 3
provides a discussion of wireless channel modeling stastithgthe basics and the
discussing path loss models, ray tracing, and a description of the commercial ray

tracing software use@hapter 4 presents our measurement methodology describing
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the hardware used and general procedures when conducting fielClegiter 5 then
discussethe integration of Wireless InSite into our testbed prototype as well as the
various parameters to be studied. Chapter 6 gives a description of the conducted field
testsbefore apter 7 presentsdiscussion of the resultShaper 8 concludes this

thesis.
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Chapter 2TestbedDesign

2.1 Hardware Architecture

Thehigh-level hardware architectutd the BounceHaus testbeddshownin
figure 2.1.TheRay TracingServeris a Colfax CX1250XF2 and has beeaquipped
with two NVIDIA Tesla M2090 GPUs for reduced calculation times. This server is
connected to gigabit Ethernet switghallowing itto communicate with th8witch

Control Servera Penguin Relion 1600SC containing the testbed control software.

* ,
7
. Switch . o I
Ray Tracing Control e . el w
Server e : "
°
- \ .
~

Server

™)
— Cat 5 Cable
== = == : Shielded RF Cable

Figure2.1: Hardware Architecture

The testbed supports up to eight nodes, but in this thesesusagthreeDell
Latitude E650 laptops, each equipped with @2.11a/b/g Atheros Ab%24wireless
chipset.The field tests used for evaluating testbed performance will be conducted
using these same laptofisach node is placed in a shielded enclosuae offes
roughly 80 dB of ginal isolationpreventing inadvertent cro$alk. The enclosures

also offer filtered Ethernet, USB, and DC power for the devices placed ifbiele.
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wireless antennaf the devicas removed and thantenna connector vgired toan
SMA bulkhead connectoA shielded cable then connects tinecless cardo anRF
switchof programmable attenuatoEach node is also connected to the gigabit
Ethernet switch for remote acce¥ghile the current setup contains 802.11 devices,
any device, from cellular phones to softwdedined radios, may be placed into the
shielded enclosure3.he BouceHaus testbed does not require the use of custom

hardwareFigure 2.2 shows one of our nodes placed in a shielded enclosure.

Figure2.3 (obtained fron{16]) shows the logical construction of tRé&
switch, aJFW 50PMAOQ030 8port RF Transceiver Test Systefie design consists
of a power divider for each of the eight inputs, as well aStB8rnetcontrolled
digital attenuatorspne between eadhput pair providing 127 dB of attenuation

with a resolution of 1 dB, also havimg accuracy of @5 dB. Individual attenuators
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arecontrolled via TCP socket and take approximately 3ms to process a request and
apply the new attenuation settinghe RF svitch has an operational frequency range
of 2002500 MHz, which i®ne of fewrestrictiors for devices that can be connected

to the testbed.
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Figure2.3: BounceHau®kF Switch Diagram
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When propagating an RF signal between inputs, the power undergoes an
insertion loss. Insertion loss can be defined as the ratio of power supplied ontinput
the power propagated out of ingwthen the attenuator on the path froto | is set
to 0dB, much like what is described [8]. This insertion loss is a resultaignal
passing through the switch's cables and connectors, mainly fraenéhgy division
of the power dividers.

We measured the insertion loss between each port pair on the RF switch,
isolating all individual pathsThis was done by connecting a signal generator to input

i, producing an unmodulated 2.4GHz sine wave and thaching a spectrum
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analyzer to another inpyt,and setting the attenuation between those ports to zero.
The difference between the transmitted and received power is the insertion loss for
that pair of inputsWe found that the insertion loss betweerpalls of input ports

was approximately 37 dB. Although an insertion loss of 37 dB may seem severe, it is
equivalent to the first 0.69m of free space path loss a&BRZand will not

significantly limit the scenarios which can be simulated on the Bountstéatbed.

Since the testbed is continually changing the attenuations applied by the
digital attenuators, it is important to understand the effects of switching attenuation
during signal transmission. Even for small changes, changing the attenuatranaluri
transmission will almost alwayssult ina phase discontinuitpotentially disrupting
modulation schemes such as OFDA4.done in44], weusediperf to transmit
packets between two nodes connected to the RF switch, we found that 31000 Kbps to
be the highest rate at which we could maintain a median packet drop rate of zero with
no attenuator switching. The median packet drop rate in this case was taken over a
10s periodTo test the effects of switching attenuation, we repeatedly switched the
attenuatiorbetween 15dB and 16dB at regular intervals. It was found that for
switching intervals less that 0.01s, the number packets dropped was related to the
switchingrate. The only times where the switch attenuations may or could be updated
at this frequency is if were replaying a trace captured during a field test or by using a
path loss model. The use of ray tracing to produce signal predictions of this frequency
caries a computational requirement that will be undesirable to users. But overall, the

discontinuities will not interfere with testbed experiments.
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The use of this RF switch as a shared physical medium provides many
desirable advantagd3ue to thesimplified internal structure of this RF switch
compared to ones used in MeshTest and VMT, algorithms to calculate attenuator
settings are simply replaced by a mapping of attenuators to input port pairs
simplifying the control softwaréne of the main adntages over wireless simulators
and other testbeds is that devices experience actual interference from one another.
Tests conducted if#4] were able to show th#he previously used RF switch acted as
a realistic shared medium with several pairs of nodes communicating at once. Their
results illustrated that the 802.11 MAC protocol efficiently divided available
bandwidth and behaved well even for a group of nptie=ed in a small simulated
area. Through observations, the same is true of the RF switch in BounceHaus.
Because the switch behaves as a realistic shared medium, it is possible to inject noise

into the simulated environment with a high level of control.

2.2 Testbed Implementation

The BounceHaus testb@dplementatiorconsists of two stages,
PrecomputatiorandTestbed Operatigrboth of which are shown iigure 2.4 and

discussed in the following sections.
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Figure2.4: Phases of BounceHaus

2.2.1 Precomputation

The primary function of th@recomputatiophase is tantegrate the ray
tracing softwargecalculating all attenuator settings beforaa@bility scenarias
emulated on the testbethis is done using the ray tracing control softwaedied
RayzerRayzertakes two inputsa scenario file and@ser generated environment.
The scenario file is an XMiencoded list of node locations for atides in the
expeiment per timstep.An example of a scenario file is showrfigure 2.5 The
file gives the GPS origin for the scenario, as well as a location per timestep, given as
an offset from the origin i€artesiarcoordinatesThe second input is the user
generagd environment and is the primary focus of this thesis. The environment
comes tdRayzerin the form of an ASCII filavhich is generated by the ray tracing

software. This file contains details of the 3D environment including building models,
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terrain, foliage, and material properties. It also contains the properties for the selected
waveforms, antenna patterns, transmitters, receivers, and the requesteddtiugput.
these properties are introduced in chapter 3, but described in detalpter Salong

with how to model a 3D environment.

<BOUNCEHAUS>
<!-- Input files:

1 car one.dat

2 car_two.dat

<PHYSICAL TIME="1312218000" UNITS="meters" GPS ORIGIN="38.8921341770206,-77.0764374672897">
<NODE INPUT="1" X="374.81921517048" Y¥="323,92573035602" DESC="nodel" />
<NODE INPUT="2" X="484.04549028418" v="344.784451749338" DESC="node2" />

</PHYSICAL>

<PHYSICAL TIME="1312218001" UNITS="meters" GPS_ORIGIN="38.8921341770206,-77.0764374672897">
<NODE INPUT="1" X="373.676606554257" Y="353.384657071641" DESC="nodel" />
<NODE INPUT="2" X="482.957790179183" Y="375.669017618092" DESC="node2" />

</PHYSICAL>

<PHYSICAL TIME="1312218002" UNITS="meters" GPS ORIGIN="38.8921341770206,-77.0764374672897">
<NODE INPUT="1" X="370.740472776634" Y="381.12081367136" DESC="nocdel" />
<NODE INPUT="2" X="482.95811660471" Y="398,426032522244" DESC="node2" />

</PHYSICAL>

<PHYSTICAL TIME="1312218003" UNITS="meters" GPS_ORIGIN="38.8921341770206,-77.0764374672897">
<NODE INPUT="1" X="368.403205370129" ¥="413.683053813811" DESC="nodel" />
<NODE INPUT="2" X="481.326167988173" ¥v="417.390228879105" DESC="node2" />

</PHYSICAL>

<PHYSICAL TIME="1312218004" UNITS="metexrs" GPS ORIGIN="38,8921341770206,-77.0764374672897">
<NODE INPUT="1" X="366.506545627052" Y="440.150826021722" DESC="nodel" />
<NODE INPUT="2" X="481.326424178987" Y="435.270733059479" DESC="node2" />

</PHYSICAL>

</BOUNCEHAUS>

Figure2.5: Example of arKML -Encoded Scenariole

During operationRayzertakesthe scenaridile andmodels each individual
timestepin the given environmentmanaging thealculatiors bysending calculation
requests to the ray tracing software on the Colfax server. The output from these
calculations is then parsesendinghe atenuator settings for each tistep to the
BounceHauslatabaseThis processnay be time consuming, depending on the level
of detail ofthe environmenandselectecparametersbutonly needs to be done once

for a scenario fileNote thatRayzeris only used for the placement of nodes in the
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supplied ray traag environment and the managing of several calculatitmes.

details of node placement and environment generation are discussed in Ehapter

2.2.2 Testbed Operation

Unlike MeshTest, BounceHapgrforms all signal characteristics calculations
in the Pecomputation phasayoiding any calculations during Testbed Operation
Upon user request, tAeestbed Controlleretrieves thelynamicattenuator settings
for a scenario from the BounceHaus datab@gerating on th&witch Control
Server,t then nitiates the experiment in ref@ine, sending attenuator commands to
the RF switch for eactimestepin the scenariol hedynamicattenuator settings
retrieved from the databaaescontained in atXML -encodedile. An example is
shown infigure 2.6 In this file, attenuator settings are specified for each timestep in
the scenaridf there is no attenuation specified for an attenuator] dstbed
Controllersets its attenuation to 127 dBnis applies a total of 164dB of attenuation

due to insertion losdlocking any communication between the intended node pair.

<BOUNCEHAUS>
<!-— Dynamic Attenuator Settings —->
<! Attenuators Used:
i
-1
<PATHLOSS TIME="1312218000" UNITS="meters" DIMENSION="3" MODEL="Full3D" >
<ATTENUATOR INPUT="1" ATT="20" DESC="nodel->node2" />
</PATHLOSS>
<PATHLOSS TIME="1312218001" UNITS="meters" DIMENSION="3" MODEL="Full3D" >
<ATTENUATOR INPUT="1" ATT="27" DESC="nodel->node2" />
</PATHLOSS>
<PATHLOSS TIME="1312218002" UNITS="meters" DIMENSION="3" MODEL="Full3D" >
<ATTENUATOR INPUT="1" ATT="45" DESC="nodel->node2" />
</PATHLOSS>
<PATHLOSS TIME="1312218003" UNITS="meters" DIMENSION="3" MODEL="Full3D" >
<ATTENUATOR INPUT="1" ATT="60" DESC="nodel->node2" />
</PATHLOSS>
<PATHLOSS TIME="1312218004" UNITS="meters" DIMENSION="3" MODEL="Full3D" >
<ATTENUATOR INPUT="1" ATT="55" DESC="nodel->node2" />
</PATHLOSS>

</BOUNCEHAUS>

Figure2.6: Dynamic Attenuator &tings forthe Testbed Controller
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Chapter 3WirelessChannel Modeling

3.1 Basicsof RF Propagation

When transmitting data over a wireless channel, the transfivister
modulates the information onto a carrier frequeindye form of an electromagnetic
plane waveThe signal is then radiated inteetenvironmentundergoingattenuation
phase shiftsand frequency shifts due to interactions in the environimeiatre
reaching the receiving antenna. Tkeeeiver'saability to thencorrectly demodulate the
received signal is dependent on the received signal power in relation to the
interference and noism the channel, known as the Signal to Interference and Noise
Ratio (SINR). This process of sending informati@iween a transmitter and receiver
in a wireless mediurs more thoroughly discussed below and is depictdigjime
3.1 (obtained froni5]). This figure subdivides the noise sources of a wireless channel

into multiplicative and additive effects

[ )I)(r >|x| >(x| )|x| ){x| >|+| >
Fast Receive Additive
Fading Antenna Noise

Transmit Large-Scale

Antenna Fading Shadowing

A OO =
Fading Process

Figure3.1: Contributions to Mise in theWirelessChannel

The initial radiatiorand propagationf a wireless signahroughan

environment is determined by the transmitting antergaafs patternThe gain of an
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antennalescribediow effectivelythe antenna convis an input power into
electromagnetic waves in a specified directible oppositdeingtrue forthe gain at

the receiving endAntenna gain is usually defined as the ratio of the power produced
by the antenna to the power produced by an isotropic r@texpressed ianits of

dBi. A positive gain corresponds an increased radiated or receipedverfor the
specified direction, while a negative gain corresponds to a decreased radiated or
received power for the specified direction. When a direction is not specified, the gain
refers to the maximum gain over all directioRgyure 3.2 shows the verticahd
horizontalantenna gaipatterrs of a 3dBi halfwave dipoleantennaThe patterns
showtwo mainlobes emphasizing signatansmission anceception inthose

directions.

270

Figure3.2: Vertical and HbrizontalAntenna @in Patterns for a 3 dBHalf-Wave
Dipole

The interactions between propagating electromagnetic waves and objects in an
environment play a primary role in the magnitude of the received pdWese
interactions include ground bounces, reflections, diffractions, transmissions, and
absorption. How much an individual interaction with an object affects the received
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power depends on the dielectpimperties of the materiak well as the object size
relation to a wavelengtiMobile transceivers can also introduce frequency shifts due
to doppler effectsBecause an antenna radiates a signal in several directions, there
exist several paths from the transmitter to the receiver, knowkipath Each path

is attenuated and phase altered by its interactions with the environment, arriving at the
receiver at different times. The spread of arrival times is calledetlag spreadThe
contribution of each patio the total received power is determingdtls phase upon
arrival in comparison to the other patBggnals that are iphase will result in
constructive interferencevhile signals that are out phase will result in destructive
interferenceHow the receiver decides which paths to combinarihér discussed in
chapter 5.

The multiplicative environmental effects on signals mentioned above can be
split into three types of fadin¢argescale fading, mediuracale fading (shadowing),
and smalscale fading (fast fadingJl of which are timevarying processes between
the transmitting and receiving antenifials Large scale fadings defined as the
overallfield strength as a function éfequency and distance. This type of fading is
due to waves traversing through free spaaksterministic effect When fading is
caused bybjects that are static to the environmdns called shadowing.
Shadowingntroduces significant variations aviarge distances based on how the
objects are positioned in the environment. Lastly;fading consist®f sharp
variations oveshort distances, usualdyfraction of a wavelength, caused by small
moving objects anthe constructive or destructive infierenceof multiple wave

frontsreaching the receiveFigure 3.3 shows a mapping of received power in an area
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between two buildings (shown in black), based on a fixed transmitter location (shown
in whiteand positioned in the middle of the Jyedhe redshows an area of higher
received power while purple shows an area of lower received power. The gradual
drop in received powendiating from the transmitter shows latggale fading.

Obvious drops in received power occur due to the obstructions of thersmal
building, an examplef shadowing. Many examples of fast fading can be seen by the

sudden dropin received powersome being near the transmitter.

Figure3.3: Mapping of Received Pow&roduced by Wireless InSite

Additive noisepresenin the environment comes from sources both internal
and external to the receivéihe receiver itself produces both thermal radiation and
noise generated from active and passive devices. This noiseside®d to be
constant andan be modeled a8WVGN. External to the receiver, oth&milar
devices in this thesis other 802.thHevicespperating on thehannelof interest or

on otheroverlapping channelsan produceinwantednterference Since each
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802.1Db channel spans 22 MHz, only channels 1, 6, and 11 are isolated from one
anotherOtherresearch13][19] hasshown that not802.11 devices such as
Bluetoothand microwaves cdoe sources dbursty interference.

After converting the transmit power to the log domain (dBhg,received

power of a wireless signal can be expressed as

Prx= Pix+ G+ G- PL (3-1)

whereP, is the received powePy is the transmitted poweG, andG, are the
antenna gain at the transmitter and receiver Rinid the overall patloss over the

wireless channdB4]. The overall pattiossPL can be computed by:

PL = L +Ls+Ly (3.2)

wherel, is the path loss due to largeale fadinglsis the path loss due to
shadowing, andl; is the path loss due to fast fadif@st fading proves to be the
hardest to model since it would require complete knowledge of the environment,
includingdetails oftransieniobjects anatherradio interferenceHence L is

modeled separately from andLs by treating fast fading as a random variable and
usingstatistical modelsuch afRaleigh or Riceadistributions[39][31]. Most path
lossmodelsfocus on determining, andLs asthey capture the overall behavior of

the channel.
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3.2 Path loss Models

Decades of development has led to a plethora of path loss models of a wide
variety. This is a result of the complexities of different RF environments and the
difficulty of accurately predicting field strength within thelm.this section, \& will
first give a brief overview of the categories of path lmeslels that have been

proposedfollowed by a discussion on the performance of these models

3.2.1 Categorization

In [29], Phillipset al.conduct an extensive survey of more than 50 proposed
path loss models from the last 60 years. They describe 30 of these models in detail,
highlighting the key differences lveten the various types of models. This work
provides a rare update to the research community and can be used as a guideline for
choosing a path loss model fopeeferredenvironmentTheauthorsalsoproposd a
new taxonomy for path loss models, grouptimgm into seven major categories and
fourteen subcategories. The major categories consist of:

1) Theoretical/Foundational Models
2) Basic Models

3) Terrain Models

4) Supplementary Models

5) Stochastic Fading Models

6) ManyRay Models

7) Active MeasuremestModels

Theoretical/Foundational odelsare purely analytical and idealize the theory
behind electromagnetic wave propagation. These models are quite and@ee

usually afunction of distance, frequency, and antenna height of the transmitter and

receiver pair.Basic models also use these parameters as inputs, but make corrections
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based on measurements taken in one or more environments. Theseaniwgbelse

path loss over a single path aar@ the most numerouBerrain models behave like

Basic modelsbut try to account for additional losses due to diffractions, such as
Fresnel zone blockage. These models require knowledge of the terrain, usually in the
form of a Digital Elevation Model (DEM). Supplementary models are not new
approaches, but make cections to existing models, correcting for phenomenon such
as frequency coverage, obstructions, and directi8ttychastic fading models focus

on adding the effects ddst fadingby adding a random variabie the path loss

model Popularfast fadingmockls include Raleigh or Ricean distributions. MdRgy
models consist of ray tracing methods that look at the phellpiaths that exist

between a transmitter and receiver in a highly detailed environment, and are able to
calculatesignal characteristiosther than path loss, such as delay spread and phase
information.Ray Tracing methods will be further discussed in sections 3.3 and 3.4.
The categories previously mentioned angriori, using previously obtained

knowledge of an environment, whether that be empirical data or known details of the
physical environmen#ctive measurement agelsuse no prior knowledge of an
environment, but provide a method for collecting sample measurearehts

predicting values for specified locations. These methods usually detail how
measurements should be made and how to aggregate data in order to make

predictions.
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3.2.2 Performance

Even with today's overwhelming pool of path loss models, theréliftes
between them and their performance in a particular environment are difficult to
assesdn most published works, authors collect data fronir thilevironment of
interest to develop and evaluate their proposed model or improvement on an existing
mode| usuallyproviding a comparison with a select few competing mod#is.data
used for comparison is seldom available to the research community making it difficult
to conduct comparative evaluatiossnce it is unclear how model performance will
translatefrom one domain to anothat is best to look at comparative studies
involving a large number of path loss models oveommonrealistic dataset from a
diverse set of environmenfisrban, rural, indoor)

In this thesis, we're interestadthe path les prediction inurban
environmers between devices operating in the 2.4 GHz ISM b&od our
performance evaluation in comparison to other pzgh models, we'll focus on a
study that conducteextensive comparative evaluation between a diverse petlof
loss models using realistic data set from a production network, CU WART
(University of ColoraddVide Area Radio Testbe®8]. This is the first study of its
kind looking at results in the widelysed 2.4 GHz and 5.8 GHz banpdsalyzing 30
path loss models spanning 65 years of publicatidosall models analyzed were
designed exactly for the sort of environment being studied. The authors state that
because nmrey researchers use models well outside their coverage requirements, all
models would be given equal chance for making predictions, eliminating any bias.

CU WART consists of six-&lement uniform circular phased array antennas mounted
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on rooftops around theéU campus and in Boulder, Colorado. The devices can
electrically change their antenna pattern, and are changed éserpboth directional
and omndirectional antennas for the collected data.set

The study used four sets mieasurements to best cajgttine behavior of a
general urban environment, not just one in particllae first set was collected from
CU WART, lookingat RSS measurements in rooftimprooftop scenarios. The
second data set came from a municipal wireless mesh network in Portteard, 70
access points were installed on utility poles in a 2km by 2km grid. This data set is
representative of ground-ground scenarios in urban environments. The third data
set represents a wide area infrastructure and was conducted using CU TWeRT.
scenario consisted of one transmitter communicating with several mobile ground
based noded-inally, the fourth data set waseference set used for comparison. The
data was collected by the COZB1 group at 900MHm Munich, Germany

From the four dataetsthe authors concluded that no single model was able
to accurately predict path loss consisterglyowing that modekhatperformed well
in one scenario had poor performancetimers They found that only after tuning the
modelswith measurementsdm the collected data sets, a beste performance of 8
9 dB Root Mean Square Error (RMSE) could be obtainexrlels that could not be
tuned achieved bestcase performance aP-15 dB RMSE. Both of these RMSE
bounds agree with other publications in the field, as pointed ¢a8jnWe will use

these RMSE values as a basis for comparison while exglaintracing techniques.
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3.3 Ray Tracing

Ray Tracing falls under the MasBay category of path loss models and
consists of a much different approach. This approach is purely pingsesl, treating
electromagnetic waves as rays that propagate thrasghspecific environment
accordingo the laws of Geometric Opti¢&0). Individual rays are cast from a
specified transmitter, undergoing reflections, transmissions, and diffratdiomd
using theGeometric Theory of Diffraction (BD) [20] before reaching a specified
receiver. This requires a detailed description of the structures that exist within an
environment, including positions, shapes, and material properties. Paith loss
calculated by summing the contributions of each individual ray that reaches the
receiver, more accurately modeling RF wave propagation and hardware functionality.
But this approach goes beyond calculating path loss, providing more detailed
information d each path such as phase, direction of arrival, and time of aifhvede
methods are used to evaluate the electric field strength and make predictions of signal
characteristicin a sitespecific environment, allowing for immense customization of
environment detailSignal predictions can be done in both real world representations
and hypothetical environmentdoreover, ray tracing methods are not constrained by
the limitations of path loss models caused by how they were derived. For example,
empiricalpath loss models contain antenna height and frequency range restrictions as
a result of the heuristics based on statistical analysis in the environment the model
was initially developed.

While overcoming the restrictions of path loss models, ray trdecigniques

have long faced criticism fdheir accuracysensitive coverage mapping duddoye

33



computation and data requiremef8]. The inclusion of reflectedransmitted, and
diffracted ray interactionduring propagation in realistic 3@nvironments often
results incomplex andslow calculation proceduregspecially compared to 2D
environmentsA majority of recent work hasrfeenfocused on accuracy, butsiead
optimization and preprocessing while maintaining the accufasurvey of various
ray tracing methods (optimization) and ray tracing acceler&igdmiques
(preprocessing) can be found[irb]. Along with advances in ray tracing methods,
computational times have been greatly reduced by the progression of high
performance hardware including today's matire processors and GPU capabilities.

Although computation requiremerttavebecome less of a factdhe
accuracy of ray tracing is tightly couplemlithe amount of detail in the modeled
environmentAccurate predictions require a precise descriptiath@buildings,
terrain, and other objeincluding their shape, positioglevation,and material
propertiegpermittivity and conductivity) General building footprints, positions, and
elevations can be obtained framarial photography or Light DetectiondaRanging
(LIDAR) and can be expeng, but many digital databases are available providing
this data. Howevehecausét is uncertain how precise this dataisd the material
properties of each surface may not be known, using this data in a ray tracing
environment can only providgpproxmationsfor RF signalkcharacteristiciNear
prefectaccuracy would require complete knowledge of an environdwmn to the
nearest wavelengtldetail which is hard to come laynd time consuming to create
This would include th@mpossible task of modelirgjl transient objects arather

sources of interference
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Despite having large data requirements, many researchershave that
accurate results can be obtained even with generalized environment bfefags.
measurements are taken in two cities in Switzerland at a frequency of 189andHz
comparedvith 2D ray tracing resust In this study, the authors used only a general
building layout, estimatedlectrical characteristics of building walls, basation
location, antenna patterns, and frequeityey found that even with their
assumptions and generalizations, they were able to abtan errors of-B dB.In
[30], measurements were compared in two residential areas in TrentdnyiJ.
basestations were used to transmit from different heights, at and above rooftop, while
a van containing the receiver dradewn predefined routes. The average and
standard deviation of the error between measured and predicted results were less than
1 and 5 dB, respectively.

In [22], AT&T Bell Laboratories made comparisons between a collected set of
measurements from Rosslyn, VA and compared them to predictions from their 3D ray
tracing tool.In these measurements, two vans acted as the transmitter and receiver,
driving down predefinedoutes in the streets of Rosslgwllecting path loss
measurements at both 908 MHz and 1.9 GH® building models were created from
extensive aerial photography and complex detail was removed for faster
computations. The environment studied consistdzbtf low residential buildings as
well as the high rise structures in the downtown dtegas found that that their tool
predicted the propagation loss with a mean error of less than 7dB and a standard

deviation of less than 8dB.
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3.4 Wireless InSite

In this thesis we have chosen Remcdahswave propagation software suite,
Wireless InSite® (WI]32]. Wireless InSitas a suite of ray tracingiodels and high
fidelity EM solvers for predicting the effects of buildings, terrain, and other objects
based on the placement of transmitters and receivers in a 3D envirobmivemt,
indoor, rural, or mixed path environments can be built within W1 uissngditing
tools, or imported through a number of popular file formBi& calculations are
made by shooting rays from the transmitters, propagating ttmemghoutthe
defined environmerdnd finding interactions witenvironmentafeaturesbefore
reaching the receivers. These interactions include transmissions through features,
reflections off feature faces, and diffractions around featiites propagation paths
and signal strength coverage can be viewed using the project view, a 3D environment
viewer. This GUI allows for easy configuration of a simulation and provides access to
other requestedutputs All calculations are done by a separate executable, the
calculation engine. The calculation engine writes all output to specific files (ASCII
formaf fromwhich the GUI readsThe rest of this sectios dedicated to describing
the main features of Wafter first showing the performance of Wl in an urban
environmentA full description of how WI is integrated into the BounceHaus testbed

is givenin chapter 5.

3.4.1 Performance

This subsection presents one of many validations made by Remcom for WI.

For this validation, Remcom used measurements takéine authors g#5] in the
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city of Ottawa, CAand compared them to predictions made within Al.

measurements were made at a frequency of 910 MHz between a stationary transmitter
and a mobile receiver. The transmitter had a height of 8.5m while the relcadvar

height of 3.65mFigure3.4 shows thel0O00m x 1600m area in which the

measurements were taken. The bright green dot represents the transmitter location

while the red line is the path of the mobiéeeiver(Albert Streej.
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Figure3.4: Section of Ottawa Showing Transmitter and Recsiver

Footprints of the buildigs were obtained from maps[#il] since no building
data was given. Due to a lack of building height information, the predictions in W1 all
use the 2D Urban Canyon propagation model which assumes infinitely tall structures.
The terrain in WI was modeled as a flat terrante no terrain was included in the
original paper. Also, no information about building materials was repdvtatérial
properties of both the building materials and terrain were set to numbers suggested by

the authors of41].
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Figure3.5 shows the results of the receisen Albert Street. The figure plots
the measurements against both the Urban Canyon predictions and free space path
loss.The free space path loss was included to show the loss of attenuation due to
buildings.Figure3.6 shows another set of measurements and predictions from
placing the receiver route on the next parallel street to the north (Queen Stiat).
both of thee figures, it can be seen that the predicted path loss was mostly within 10
dB of the measured valueghe few regions with a considerable amount of error were
attributed to objects in the environment that were not modeled iAMd, it is
important to ote that these results were obtained with minimal effort in environment
modeling.Validations using measurements in other cities and environments can be

found in[33].
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Figure3.5: Path Gain of Albert Street
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Figure3.6: Path Gain of Queen Street

3.4.2 Terrain &Building Models

Whencreating a terrainjsers can either use the bdrtterrain editoior
import a terrain profildrom one of the supportefile formats, includingDigital
Terrain Elevation Data (DTED) or Digital Elevation Model (DENIhe builtin
editor can be used tofilee the elevation of individual vertices or materials of
individual faceghat form the terrainW/I alsosupports the modeling of foliage,
represented by a polygonal shape and a material specifying the type of vegetation
WI uses three buiin formats 6 model buildings and objecthese include
city, floor plan, andbject. The city format is designed to represent the layout of
buildings and structures that make up a any is edited using the city editor,
definingthe heights antbotprintsof individual structuresThis format can support
building models of any shape, but was intended for rectangular vertical walls and a

horizontal roof to support running simulations on a large collection of simplified
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buildings (an urban environmeni)he floor plan formatallows for the analysis of

indoor environments, specifying the location and size of walls, windows, doors,
floors, ceilings, and hallways. The flodap editor is used to place features and apply
material propertiesThe object format is intendddr items such as vehicles, posts,
tables, and other various items that exist in the environment. An editor is available to
create basic polygonal shapes, but it is best to import theseésolfj#¢hree of these
formats (city, floor plan, and objeatgn be importedising the supported file formats
which includeDrawing Exchange Format (DXHESRIShapefile, or raster data of
building heights commonly obtained by aerial photography or Light Detection and

Ranging (LIDAR).

3.4.3 Materials

All terrain and defined structures are represented by a collection of &ss
having its owmmaterialpropertiesTable 3.1 shows the buiih database of materials
that was collected from various sourdéach material type has several defined
properties such asughness, thickness, relative permittivity, electrical conductivity,
and reflection and transmission coefficients. Users can modify any of these material
properties and save the nevaterial type as a new material, or create the new
material supplying thenaterial properties listed abovEhe default properties for the

built-in materialscan be found if32].
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Building Terrain Foliage Materials Miscellaneous

Materials Materials
Concrete Wall Wet Earth Dense Deciduous Forest In Leaf | Free Space
Brick Wall Dry Earth Sparse Deciduous Forest In Leaff Perfect Absorbe
Wood Dry Sand Dense Deciduous Forest Out Lea
Plate Glass Fresh Water Sparse Deciduous Forest Out Le
Asphalt Sea Water Dense Piné-orest
Layered Drywall Sparse Pine Forest

Grass

Table3.1; Database of Materialsuiit-in to Wireless InSite.

3.4.4 Transmitter& Receiver Sets

Wireless InSite provides several typegrahsmitter/receivesets thatan be
used to analyze the characteristics oeamironmentSome of hese types include
points, routestrajectory, XY grid vertical surfacearg and vertical arcThe points
setis the most straighibrward method of placement, specifying the location of each
transmitter/receiveindependently. A route is composed of a series of evenly spaced
pointsconnected by line segments. A trajectory can model moving points along a
path ands made up of several connected routes. An XY grid allows a large area to be
covered with evenly spaced points on the horizontal plane, exactly what the name
implies. A vertical surface is thersa as an XY grid except in the vertigddne
Horizontal andvertical arc sets can be used, specifying the radius and degree of
separation. Othesetsinclude cylinder, sphere, polygon, points on face, and plane
waves.

Transmitter and receiver sets have several properties that dafiried
Properties in commaowith one another include location, height, point spacing
(depending on set type), antenna tygeesection3.4.4), antenna orientation, and

waveform type gee section 3.8). For transmitters, a specific input power may be
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given in dBm. Additional propé&esunique to a receivenclude thenoise figure and
collectionradius. The noise figure (dBs simply the contribution of the receiver

itself to thermal noise at its output. The collection radius defines an area around each
receiver point where if rehed by a propagating path, that path is considerbadve

reacltedthe receiver point.

3.45 Antennas

Each transmitter and receiver point is associated with an antenna as required
for propagation calculationgVI offers several buitn antenna mods) including
short dipole, short monopole, linear dipole, haive dipole, linear monopole,
guarterwave monopole, axial mode helix, circular and rectangular loops, circular and
rectangular apertures, circular and rectangular patch, horn, and parditediorew|
also offers three general, synthesized patterns, omnidirectional, directional, and
isotropic.Most antenna properties available depend on which antenna is selected.
Properties common among all patterns include maximum gain, receiver threshold,
and noise temperature. The receiver threshold is a specified value (dBm) that
determines which ray paths to ignore at the receiver point.

WI also supports usetefined antenna pattes in a format specified i32].
These patterns cdre easilyproduced and imported by specifying gain and phase at
various degrees in a spherical coordinate system. Other formats such as National

Spectrum Managers Assod@t (NSMA), Odyssey, and Planet are also supported.
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3.4.6 Waveforms

Each transmitter and receiver point is associated with a defined wav&ibrm.
offers a selection of butih waveforms such as blackman envelope, chirp, Gaussian,
Gaussian derivative, hamming envelope, hanning envelope, raised cosine, root raised
cosine, sinusoid, and turkey envelope. Each waveform carries its own set of defined
properties. Properties common among all waveforms in¢helearrier frequency,
effective bandwidth, and phas#/ can also import a us@kefined wavefornusing a

format specified if32].

3.4.7 Study Areas

A study area defines a region in which to perform a simulation. Only
transmitters, receivers, and objects that lie within the study area boundary are
considered during calculations. Any ray paths outside of this boundasyrgoky
discarded Study areaslso offer users control over various parameters during a
simulation. These parameters include the propagation model, ray spacing (degree at
which rays are launchedpy tracing methodallowed interactions, and the number of
each type of interaction all@t. The suite of propagation models and ray tracing
methods sed are discussed in section.8.Another important parameter is how to
sum complex electric fields whidtasthree options. The first option, 'None', sums
the powers of each path while ignagiphase. In the second optjoAll', fields are
summed with all phase information. Finally, the '‘Correlated’ option comtiiaes
phase of paths that follow nearly the same path in the environment, then summing the
powers of the correlated groupgany of the mentionegharameters will be evaluated
in this thesis.
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3.4.8 Propagation Models

Originally developed for outdoor urbaadio propagation predictions,
Wireless InSite has been extend to offer various propagation models for irregular
terrain, foliage, indoor, and mixed environments. Available-baged models include
Full 3D, X3D, Urban Canyon, and Vertical Plane. These models combixieacayg
algorithms with théJTD [3], evaluating the complex electric field of each ray path
between a transmitter and receivfl. also offers additional models such as Free
Space, HATA, and COSHATA, as well as fulwave Urba Canyon FDTD and
Moving Window FDTD. These fullvave models simulate radio wave propagation by
using the FiniteDifference TimeDomain (FDTD)[42] method, direct solving
Maxwell's equationsAlthough integrating WI allows for the use of any of these
models, we'll focus our validations on the most comprehensive modeB0-ull

The Full 3D model is the most general of the availablebesed modeland
can be apled in any environment or terrain. It is the only model that places no
restriction on object shape and includes transmissions through surfaces. Two
available ray tracing methods are available with the Full 3D model: Eigenray and the
Shooting and BouncinBay (SBR)[38] method. These methods are used to
propagate rays through the environment including the effectflettions,
transmissions, andiffractions on theslectric field.

The Eigenray method involves the construction of ray paths between a
transmitter and receiver that satisfy Fermat's Principle of least time, excluding
refractions at transmission points. This method allows a maximum of three reflections

and diffractions, and 30 transmissions for each ray path. The computation time is
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proportional to (M)* where N-is the number of facds the environment and X is the
number of reflections and diffractions allowed for any path, the max being three. The
limitation of the number of allowed reflections and diffractions as well as the
computation timeequired by using image theadnas encouraged us to use the more
popular and widely used SBR method.

The SBR method works by firstacing ray paths through the 2D geometry
without regard for the location of specific field points. Rays are launched from each
transmitter at @et angular spacinghe ray spacing, to find specular reflectioffs
buildingwalls up to the number of alled reflections defined by the uskris highly
unlikely that rays launched at discrete angles will reach the exact point of the
receiver, so a defined area is created to represent the receiver cadleliettteon
radius. Ray paths are determined to Baeached the receiver if they pass through the
receiver's collection radiusvhile ray paths that reach the study area boundary are
simply discarded. After the rays have been shot and bounced from the transmitters,
they are then shot from all of the défiting edgeshat werefound. Diffractions are
found by using UTD, identifying discontinuities in t&® fields and determining the
diffraction coefficients that will be used to calculate the field strength and phase for
each direction away from the diffing edge.

This procedure is repeated until the allowed number diffractions is reached.
From the resulting database of 2D paths, 3D paths are then constructed and used
to evaluate the electric field strengburing thisprocedurerays are sorteccaording
to their interactions with feature faces in order to remove rays that follow essentially

the same path. These rays represent the same wave front and only one of these rays
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will be used to avoid over predicting field strengthe details of eledt field
evaluation can be found [B2].

When using SBR, the Full 3D propagation model has a maximum of 30
reflections, 4 diffractions, and 30 transmissiddemputation time is proportional to
the number of faces in the project when no diffractions are requested. Requesting one
diffraction results in a computation time proportional to the number of faces squared.
Increasing the number of diffractions above oné fwither increase computation

time, but not exponentially since SBR limits further diffractions to coplanar edges.

3.4.9 Output& Filters

Wireless InSite offers several output types that describe the channel
characteristics of a simulatetivironment. Some of these outputs being received
power, path loss, path gain, propagation paths, time of arrival, delay spread, electric
field magnitudeelectric field phase, complex electric field, direction of arrival,
direction of departure, complempulse response, power delay profile, electric field
vs. frequency, electric field vs. time, doppler shift, and diagnostic data. Thesutput
we're most interested this thesisarereceived power and path loss, which will be
used for validation againseld tests andsattenuator settinger theRF switch

The way in which received power is calculated is determined b$uhe '
complex electric fields' option disced in section 3.4. A more complete
description of the followingeceived power equans can be found i[82]. If no

phase information is to be used, the time averageivexcpower (Watts) is given by

46



0 0 (3.3

whereN,is the number of paths, afdis the time averaged power (Watts) of ifie

path.P; is given by:
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the theta and phi components of the electric field of'thathcalculated by the
requestegbropagation modelQ —h and'Q —h are the direction of arrival

components and b is the over lokhetrandmittedhe fr equen
waveform and the spectrum of the frequency sensitivity of the receiver

If fields are to be combined with all phase informafithe received power is

givenby:

l
|
—x

0:Q —h  0;Q —h (35)

c..
||

<
|
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by:
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whered is the number of paths in tff& group.

Thepath loss output calculation is similar to equation 3.1 and is given by:
0 0 Q64 0 Q64a 0OQEQO0Q6NQDI Qb6 (38)

whered Q6 dandd Q6 Gare transmitted and received powér,'Q 6 "8nd

"O 'Q 0 "&re the gains of the transmitter and receiver with respect to antenna
orientation, and 'Q 6 is the sum of other losses in the systAndescription of the
otheroutput types can be found[i32].

Output filters provide a convenient way to isolate paths with specific
interactions, defining a subset of the paths found during simul&iiters can be
applied defining the min and maalues for properties for each ray path. These
properties includ@ower, time of arrival, and excess time of arrigalcess time of
arrival (ETOA) is the delayof each path after the first arriving path at the receiver

The use of excess time of arrival will igtherdiscussed ichapter 5.
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Chapter 4Measuremeniethodology

In the following chapterdijeld test measurementdll be usedfor guidance
on environment andeceiver modelingas well a validationof modeling techniques
Field test measurements need to be collected in a manner that best represents a
MANET or DTN. Thistype of networkequires measurements be collected
between each node paiequiringevery nodéeindependentrom othersand capable
of bothtransmitting and receivingmultaneouslyhroughouthe duratiorof a field
test.Equipment such as channel sousdayuld be useatcapture the impulse
response of the chanm@lovidingdetailed multipath informatiorHowever their cost
can be quite prohibitivenotto mention the trouble ohanaging multiple channel
sounders in our topology of interest.

In this thesiswe take advantage ofexpensiveommodityhardware and use
802.11b packebased RSS measurements to calculate the path loss between node
pairs.Unlike other researchising asimilar approacil7][11], we apply
modifications that alte802.11b behavigy enabling our hardware reliably collect
accurateRSS measurements wiut interruptionsing commodity hardware comes
with a few disadvantagescludingthe lack of RRnterference characterizatigime
resolution of measurements which is limited by packet transmit eatdshavingo
cope withchannel congestioiMeasurenents cannot be collected RSS values for
packets that fail to demodulaslso, packetbased methods are radtle to obtain
specific multipath information and are limited to R$8e current testbed

implementation uses an RF switch that only controls adtigon between nodes, so
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RSS will suffice.In the following sections we describe the basic hardware setup,
hardware modifications, data collection procedure, and then address any reservations

of using commodity hardware lmpnductingcalibrationandperfomance analysis.

4.1 Hardware Setup

RSS measurements are captured utinge Dell Latitude R6500 laptops,
each equippedith the802.11a/b/g Atheros AR5424ireless chipseiThe wireless
card is connected to an exteroahnidirectional antenna mounted on the side of the
laptop using &J.Fl to RP-SMA pigtail adaptershown in figure 4.1JEach antenna
was tested in an anechoic chaméedwas found to havapproximately3 dBi of
gain, as opposed to the 5 dBi gain claimedtry manufacturgidetails insection
5.3.3. With our hardware setuppdescan be configured as a transmitter or a
receiver,or both.As previously mentioned|ldield testspresentedh this thess have

nodes configured as boith order to represent a MANEJr DTN topology.

Figure4.1: Dell Latitude Showing Antenna Mount
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For transmitting, a node is configured as an Access Point (AP) by running
hostapd This allovs for a continuous stream 892.11bbeacondo bebroadcasat a
low modulation rat@f 1 Mbpsfrom which receivers will take RSS measurements.
The beacon interval can be set within llestapdconfiguration file and will be
changed depending on tfield test conductedlhe ability to associate with this AP
has beemlisabled by modifyinghe hostap@cceptance lisassuring that 802.11
devices external to the experiment are not connecting to our fiduegansmit
power of every node is set at 2Brd and is kept constant during every field test
transmitting the 802.11b beaconstba least congested chanrigtacons are tagged
with sequence numbers, enabling us to detect when packet receptioldatits
interference, poor RSS, deep fades.

For receiving, we create a virtual interface and put it into monitor mode on
the same channel as the transmitter. Received packets can then be logged by running
tcpdumpon that interface From this log, we're able to retrieve the RS8IMAC
timestampdor individual packetsas well as other information about transmissions
on thechannelThe Atheros AR542%ased cards measure RSSI at the beginning of
packet acquisition, so RSSI readings are quick samples and av¢rage of the
whole packefl7]. The RSS measurements resulting fleRBSI to RSS vendor
mappingsare given withl dBmgranularity In addition the receiver has sensitivity
of -95 dBm which will beaken into accounthenreceiver modeling within Wireless

InSite.
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4.2 Hardware Modifications

The hardware setup described in the previous seetiahlesa node to act as
both a transmitter and receiv8ut in order to enable commodity hardware as a
reliablemeasurement tootertainhardware modifications are required to alter the
intended behavior of our wireless carflee following modifications are aimed at
achieving two goaldroadcasting a continuosream of beacons without any

interruptions, anattainaccurate anceliable RSS measurements

4.2.1 Continuous Beacon Transmission

The first modification ensures continuous beacon transmiskiodsabling
network discoveryVirtually all Linux distributions useNetwork Manager to manage
all available nearby networks. Users can either selectriagirork or Network
Manager carautomatically associate with an access poirhe strongest signal.
Keeping an updated list of available networks invslgeriodic scans of all available
channelseach scalastingup to a few seconds. From our observations, any beacon
transmitted within the time frame of the frequency scan would in turn be transmitted
at the frequency of the current channel being scar8iade we desire a continuous
streamof beacon transmissioms thesame channel dke receiverye simply
disable the Network Managbefore any field test

While the first modification prevents a node from disrupting network traffic
for networkdiscovery, the second modificatipneventsdisruptions in beacon
transmissions byesponding to requests from other devi@eg.probe and

association requestddny packet in the transmit queue other than a beacon could
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potentially delay theransmissia of the next beam. Thisissuebecomes more of a
concern when using short beacon intervals in an environcoemtrised ohumerous
802.11 devicesTo allowonly for the tansmission of beacons, we modifibe

mac8021Xkernel module talrop unwanted paeits from the transmit queue before

transmission

4.2.2 Reliable RSS Measurements

Figure 4.2shows twaraw signal tracecollected after applying the
modifications desribed in the previous section. The traces were both collected by
standing in a parking with the distance between the transmitter and receiver being 5m
and 60m. While the traces show the continuous beacon stesaitingfrom the
application ofthe proposd modifications, they also demonstrttat periodically,
and only for a single packet, the RSS dropa ygnificant amourntompared to
neighboring packets. These sudden drops in RSS are a resultwiféless link
adaptatiormechanisms, the first g antenna diversitythe antenna diversity
mechanism is found in most commodity hardware devices and allows for the
switching of antennas to improve the quality and reliability of a wireless link.
Giustiniano et al[11] discovered that Atheros based cards emtieyfollowing
diversity control mechanisms

1) antenna switching performed for data retransmission
2) antenna switching performed on the loss of twcseouative packets

Since we are only using one antenna in our field tests, any RSS reading from or
transmission on the second antenna interface will result in loasurements,

providedthe packet is not lost.o prevent us from having to disable antenna diversity
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before every experiment, we modified titb5kkernel module to only use the main

antenna interface.
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Figure4.2: RSS Drops due to Wireleksk Adaptation Mechanisms

Even when disabling antenna diversity, drops in R&#dcstill be observedimilar

to those showtn figure 4.2.Discovered ir{25], these power drops were caused by a
calibration procedure which was invokingpeakto-average power detection
mechanism (PAPD)ausinghe wireless card to transmit the next pactih the
lowest possible poweavhile monitoring transmit power to compute gaiese

packets areasilyisolated and filtered out of the trace data for all of our field tests
The resulting traces are shown in figure. 88cause of theiow frequency, filtering
out these packets will not affeatir analysisFurther calibration for RSS accuracy is

conducted irsection4.4.
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Figure4.3: RSS Correction by Filtering

4.3 DataCollection Procedure

This section describes the general data collection procedure common among
all field tests in this thesi®etails uniqueo eachfield test will be presented in
chapter 6.

Before conducting a field test, all nodes used are plugged into a power source
to charge their batterieall of our mobility is generated by walking over giefined
paths, but if cars were usede could use a power adapter to keep a node charged
duringthe field test.Also, all nodes are connected to the internet and use the
Network Time Protocol (NTP) for clock synchronizatidhen powered off or
disconnected for bong period of time, the nodes rely on their hardware clocks and

experience a considdii@ amount of clock drift.
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To combat the difficulties afonducting outdoor field testaprogram with an
interactiveGraphical User Interfac&Ul) called 'Keith's Field Test Help&r(KFTH)
was developetb simplify the data collectioprocessKFTH can be configured
through the GUI othroughaninput configuration fileSettings in the configuration
file include project name, node numpeireless interfagechannel, enabling as a
transmitter or receivegnd MACs of interest. The projegame and nanumber are
used in the prograsifile system to étter organize field test data. The wireless
interface and channel are used to configure hostapd and tcpdumpemgynitiated
based on the functionality of that node specitiadngconfiguration The MACs of
interest are a list of MAC addresses of the other nodes in the field test.

When all of the configuration settings agecified KFTH first checks that
the correct kernel modules are running and turns off the network manager. It then
creates a virtual interface runningmonitor mode on the specified channel. This
interface is used by tcpdump to log received padkedspcap fileandalsoby tshark
running a live capture update the display with the devices in commuiocarange
along wih their RSS, shown in figure 4.%he user can either view all devices in
range or just the devices with th®IAC addresses listed in the configtion. The
display also shows a log of events, including the creation and manipulation of
interfaces, initialization of programs, and any errors that adbaxing operation
Field tests are conducted by using the start and stop buttons controlling hostapd and
tcpdump. The GUI also shows an activity bar making it easier for the user to tell

when the program is transmitting or collecting d&iiaTH greatly simplifies the data
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cadlecting process, taking much of the difficulty away from the asek providing a

debugging tool allowing for quick adjustments.

D © @ Keith's Field Test Helper 0.9.1
Status

Initializing

Keith's medified kernel modules seem to be running
Make sure ath5Sk.ko & mac80211.ko haven't changed since start up
Creating directory 'projects/lab’

Creating log file 'projects/lab/labl.log"

Removing existing mon0

command failed: No such device {-19)

Tried to remove device that didn't exist! Don't worry!
Creating virtual interface mon0

Setting wlan0 to channel 11

Starting hostapd...success!

Starting tshark...success!

Press Start button to start field test!

Starting experiment!!

Starting tcpdump...success!

Go for it!!

Categories SSID  MAC RSSI Noise
All
MOI

E—
Stop J

Figure4.4: View of Field Test GUI

While running KFTH during an experiment, nodes are held so that the
omnidirectional antennas are pointing toward the zenithrskyntainingtheir
vertical polarizationlf the position of the nodes results in obvious RF propagation
through the body of theonductor, a mount will be used to elevate the antenna above
the conductor, limitingindesirableattenuation in the near fieldachconductor uses

a clock script to record the UNIX timestamp of when the node reaches each point on

a predefined path.
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The original plans for the field tests conducted in this thesis involved using
GPS devices to keep track of node locations. Unfortunately, the devices available to
us were only accurate to approximately 10 feet at any given time. After conducting
several traes on the UMD campus, we observed large discrepancies between
repeated traces. For our desired level of accuracy, it was decided to contend with
human error of marking times to predefined locations and limit our field tests to
smaller areas. Future worklinnvolve more accurate GPS devices and field test
scenarios taking advantage of the entire modeled area.

Although an impossible featyobest effort was given to try and control
environmental conditiong\ll tests were conducted at times when few peapd
carswere around, trying to mitigate fast fading duérémsientobjects in the

environmentField test data was discarded if a car drove into the field test area.

4.4 Calibration &Performance

This section is focused on the performancewfmodified commodity
hardware as a reliable measurement t&eén with the previous modifications, there
are issues common amongst commodity devices that can lead to variations in RSS
measurement3.he researchers [25] found that even though wireless cardswll
for perpacket power controthey also exhibit anomalousiituations in transmitted
powermost likely caused by adaptation/diversity/calibrationcm&nisms beyond
what we have already corrected for using the prgsly mentioned modifications.
Judd et al[18] investigated the causes behind asymmetric liftab®r observed by

severafresearch group3.hey found that the dominating factor in asymmetric links
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was the transmit power variation present across devices of the same model. Eleven
seemingly identical wireless cards were tested and it was found tteairétsefell into
two groups. While one group showed similar average transmit powers, the other
group exhibited significant variationé/hile wireless cards may be marketed and
labeled as identical, it is possible they may come from different vendorsetladd
also concluded that link asymmetry is also a cause of additive effects of several
causes usually local to a device in the environment.

Even when using homogeneous devi€¥sS characterization should be
performed for each wireless card to determumether or not each device provides
the desired level of accuracy and if any calibration is neddedlly, we would use
an external source with a known transmit power like an Agilent Vector Signal
Generator to calibrate our RSS measurements, remowingntit power
uncertainties. However, the costs of such devices are quite prohibitive and while we
did have access to one, we did not have the correct modules to tranganit Wi
packets.

For the RSS characterization of our devices, we first directly cohmne®f
our nodes through a shielded RF cable while attaching a 10 dB attenuator. One node
is configured to transmit beacons at 20 dBm while the other node is set to take RSS
measurements. This is done with each node configured as a receiver and bktween a
node pairs of our three nodes. It was found that in this simple case, all nodes had a
mean error of less than 0.65 dB from the expected vidloke. that all tests in this

section use a frequency of 24BHz (channel 11).
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Even though our wireless devices show great measurement accuracy for high
RSS, itis imperativéo look at both consistency and accuracy of RSS measurements
at varying applied attenuatioho apply varying levels of attenuation, we place two
of the nodesn shielded enclosures and connect them to our RF switch. We then
varied the attenuation from 0 dB to 75 i85 dB increments. This should bring the
RSS measurements close to the receiver sensitivi§boiBm taking into
consideration the insertion lossthe switch and added cable loBgyure 4.5 shows
the RSS measurematiior the appliecattenuations withhe error bars representing
one standard deviatiohooking at the standard deviation, we see two areas with
increased variation. The attenuationga of 25dB to 40dB exhibits a standard
deviation of approximately 1.1 dB, increasing from the 0.6 dB standard deviation at
lower attenuations. We also see the region adB@ 75dB increase the standard
deviation to approximately 1.5dB, although é&svexpected to see larger variations at
lower RSS reading$n terms of accuracy, the mean error of these readings is less
than 0.5 dBm except for the applied attenuations of 60dB to 75dB, which experience
a mean errobetween 1.48dB and 1.95dBonsideriry the typical fade margin is
10dB, a mean error less than 2dB for lower RSS measurements is very reasonable.

These tests were done for each node pair and all nodes showed similar behavior.
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Figure4.5: Accuracy and Consistency of Nodes over RF Switch

To better display thagreement between node measurements in a more
realistic environment, we have conducted two field td3ts.first field test was
conducted in the hiabays of our buildingTwo nodes were placed at the end of two
different hallwayseachl17m from the perpendicular intersection of two hallways
resulting in a 34m route between them. During this test, nodes were set to both
transmit and receive with onedw stationary and the other walking towards the
stationary nodeA 30 secondnapshot oépproximately 300 RSS measurements
within the3 minutetrace is shown in figure 4.8lthough both traces display many
similar characteristics, a few regions of vagatdo exst. Even with these variations

the two traces have a RMSE of only 2.8 dB.
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Figure4.6: Snapshot of Walking Hallway Test

The second field test was conducted between two nodesjpearfield
varying the distance by first 2.5m and 5m, then in 10m intervals from 10m to 120m.
Each node was set to both transmit and receive with a beacon interval of 100ms,
taking measurements at each position for approximately two mikigese4.7
shows the average RSS measurements taken by each node at each distance, along
with the free space path loss and predictions from Wireless IR&selings from
both nodes were in good agreement, having a RMSE of only 0.V8dén
comparing measurements takenboth nodes to the predictions from WI, we get a
worst case RMSE of only 1.76dBlost notably, the measurements from both the
field test and WI show a reduction of RSS at a distance of 30m. Given that the height
of the nodes was approximately 1.3m, tistance represents the boundary of the
first Fresnel zone. In this case, the radio waves reflecting off of the ground are
arriving at the receiver out of phase, effectively reducing the RSS. By using WI, we
can take advantage of phase information anetutly increase the accuracy of

predictions forreal world scenarios.
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Figure4.7: Results of LOS Field Test

Overall, we've been able to obtain consistent and accurate RSS measurements
in bath ideal and realistic environmentgth each of our wireless carddoreover,
the readings from each card has shown good agreement with the thtbeverst
case RMSE from our initial tests being 2.8 dB in a noisy office building. In later field
tests, the effects of these variations Wwél mitigated usingggregation, limiting the
effects of fast fading during our comparisoBased on these fiimys, the
inaccuracies produced by each device are not considered a significant source of error

and thus no calibration will be performed.
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Chapter 5:Integrationof Wireless InSite

In this chapter, wediscuss the integration ody tracing softwarento the
BounceHaus testbeW/e explore the various parameters within WI, tuning tirem
attemptto properly model both the physical 3D environment and the hardware
communicating over the physical mediufio do thiswe have create8D modes of
aselecton of buildingsfrom the University of Maryland (UMD) campus. Using field
test measurements conducted at UMD (chaptexn&)yill evaluate the performance
of theBounceHausestbedbased ormow we set parameters within \(@hapter 7).

We will first focus on terrain and building modeling, discussing the levels of detall
that will be analyzed, and then the parameter settings to properly model transmitter

and receiver hardware.

5.1 Terrain Model

5.11 Terrain Detall

Figure 5.1 showa color-coded topographical map of the section of UMD that
we have modelednd will use for evaluatiom his datavasobtained frontontacts at
UMD who had the elevation of campus professionally mappon north to south,
the elevation increases by 1.3bwer approximately 200m. From east to west, the
elevation increases by 4.67m over approximately 4@0astlywithin thelast100m.

All of the changes irelevation are gradual and there exést drasticchanges that
would have a significant impact on our collected measurements. Because our terrain

is relatively flat,we have decided to use a flat terraindelin WI for initial
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evaluationThe field tests used in this thesis were conducted in the centeastern

end of the moded arearemoving most uncertainty duedbangesn elevation.

Using a flat terrain in our WI environment will cause an elevation bias in the UMD

model based ondw the building heights are satd will bediscussedn section 52.
Future workwill involve realistic terrains using either the bunltterrain

editor to create the sloped terrain, or by using the terrain data obtained from UMD.

Applying terrain elevationwill prove morevaluable when conducting field tests that

take full advantage of the ar@awhich we have modele@&ut, giventhe location and

scale of our field testshe impact of using a flat terrain will be less significant than

the details of our building models

i 1 ! | | |
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Figure5.1: Color-Coded Topological map of UMD
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5.12 Material Selection

The characteristics of the reflections and transmissions depend heavily on the
permittivity and conductivity of the materials that make up these surffalcéss
pointed out if36], one reflecton could have a variation of loss up to 6 dB
depending on the electrical parametguplied tothe surfaceDue to these variations,
accurate predictions in sispecific propagation modeling require not only the details
of structures in the environmeiiyjt a reasonable selection of permittivity and
conductivity for building materials.

To further demonstrate the variations in loss due to reflectionsavwe
provided a simulation from Wivhich is shown in figure 5.2n this simulation, a
hexagon strucire with a circumradius of 10m is placed directly between a transmitter
and a receiver. Each of the six faces on the hexasgoade up a different material
from the WI database. These materials include brick, concrete, asphalt, dry sand, dry
earth, and weearth; their material properties canfobendin [32]. A smaller hexagon
structure given the material properties of a perfect absorber is placed between the
transmitter and receiver in order to prevent a LOS path. The result of this setup will
be a specular reflection off each face, one for each material type. We vary the angle
(d) from the removed LOS pat hbybhangmgeen 15,
thedistancebetween the transmitter and receivecordng the path los¢dB) from
eachpath.The transmitter was set to transmit with 20 dBm at a center frequency of
2462MHz. In table 5.1, we can see that a variation of 6 dB between material types is

the best case givaheangles of reflection
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%l’releﬁs insite
Figure5.2: WI Simulation Testing Material Reflection Coefficients

Material \ d 15 30 45 60 75

Brick -92.05 -103.3 -78.88 -55.30 -46.47
Concrete -97.67 -80.81 -60.04 -52.32 -52.68
Asphalt -93.59 -86.30 -64.65 -54.38 -48.68
Dry Sand -91.72 -135.9 -67.77 -56.53 -50.55
Dry Earth -91.72 -131.9 -68.77 -56.53 -50.55
Wet Earth -104.8 -71.56 -57.86 -49.32 -44.28

Table5.1: Path LosgdB) due toa Single Reflection ofDifferent Materials
By observationa low percentage of interactioimsthe WI representations of

our field testsnclude a ground bouncBecausef this, and mcethe modeling of
buildingsis of greater focus in this thesis, the flat terrain wilcbmprised of a single
materialinstead of a collection of several materials. As suggest@bjnwe use
measurements from our field tests to make preliminary casgres, selecting the
material that provides the closest match between predictions and measuraftents.
comparing the buiin terrain materials with our field test results, we found that the

Wet Earthmaterial was the closest match and will be used during our analysis.
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5.2 Building Models

A map of the University of Maryland campj43] showing the area thate
modeled is shown in figure 5.3. Besides being relatively flat, the selected area offered
the largest building density with a street laybeast suited for an urban environment
field test This selection also prevented us from having to model a lazggos of
campus, which would have increased the difficulty of organizing and conducting field
tests.A map of the selected aef campus is shown in figure 5.4, along with the

buildings names and identification numbers in table 5.2.
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Figure5.4: Modeled Section of UMD Campus

Name Identification Number
A.V. Williams 115
Animal Science/Agricultural Engineerin 142
Central Animal Resources Facility 087
Chemical and Nuclear Engineering 090
Chemistry 091
Computer Science Instructional Center 406
Energy Research Facility 223
Engineering Annex 093
Engineering Laboratory 089
Glenn L. Martin 088
Institute for Physical Science and Tech 085
Instructional Television Facility 045
J.M. Patterson 083
Jeong H. Kim Engineering 225
Potomac 092
Regents Parking Garage 202
Satelite Central Utility Building 4 405
Wind Tunnel 081

Table5.2: Modeled Buildings with Identification Numbers
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One goal of this thesis is to give insight into how much detailed is needed in a
modeled environment for a certain level of realism. To do this, we have created three
models of varying detafbr each building. Subsection 5.2.1 discusses the creation of
the most detailed building models, V1, which emphasize both material separation and
the depth of structureSubsection 5.2.2 outlines the simplification process of V1,
creating two less detailed models, V2 and V3, emphasizing building shells with
material paration and building shells made of brick, the dominating material on the
UMD campus. How these building models are placed in WI as wikadlowed

interactiongn our simulations are then discussed in subsections 5.2.3 and 5.2.4.

5.21 Model Creabn

Forthecreation ofthe building modelswe were able to obtain 3D building
modelsin the Google Sketchup formafrom contacts at UMDWe were also able to
obtain building floor plans, accurate building positions, and elevation data giving
elevationf both the terrain and individual buildingslthough helpful, it was
quickly recognizedhatthe 3Dmodels were accurate in two dimensions, but not
three.

As stated irf32], the WI DXF converter can only convert DXF objects
containing polylines, polyface meshes, and 3D faces using Autafpointsso
that the DXF converter can identify faces that are toucHing.3D building models
obtained from UMD werdrst imported into AutoCAD to create the required DXF.
All the building surfaces were then changed into 3D fagash of which were then

associated with AutoCAlayersaccording to their material typ€onverting all
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building surfaces into 3D faces inateof polylines and polyface meshes seemed to
be the most compatible with W

To create the building models for our simulations we took altopn
approach, creating the models of highest detail and then applgorgraon
simplificationtechniqueto all models.The models of highest detail, V1, emphasize
material separation as well tie depth of building features, including windows,
doors, columns, overhangs, stairs, ramps, and any structure unique to a building.
Using the floor plans, we were able tetermine the width and depth of these
features. The elevation data was used to determine the height of structures at different
points and the accurate placement of the buildings on the terrain. To determine the
heights of individual features on each bulgliindependent measurements had to be
made. Since brick is the dominant surface material for almost all buildings on
campus, it waselatively straightforwardo approximate feature heights by counting
bricks and knowing the measurements of the brick.uSidabugh we went through
the painstaking process of creating buildings of such detail, we hope to show that this
level of detail is not requiredk is also important to note that all buildings were
created with a realistic terrain in minthe terrain ad building elevation data was
used to add padding to each building, extending the model into the terrain enough so
that if elevation is applied to the terrain mod®b section of the building would be
hovering above the terrairmages ofall the V1 buitling models placed in Wdre
shown in figures 5.5 and 5.8 these images, the different colors repreteat
variousbuilding materialsFor pictures of individual buildings, as well as the

simplified modelslescribé in the next subsection, please refer to appendix A.
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Figure5.5: View of V1 Buildings Models from the North East

Figure5.6: View of V1 Buildings Models from the South East

5.2.2 Building Simplification

This section describes the simplification techniques userktie two
simplified versions (2 and \3) of the building models created in the previous

subsectionFor V2, emphasis is placed in material separation, taking away the depth
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of the building and its features created in Ve first removed anglepthdue to the
presence of windows or doors, bringing the feature materials flush with the main
wall, shown in fgure 5.7 Then details unique to a building are removed including
stairs,ramps,columns, or structures external to the general makeup of the building
shown in figure 5.8Finally, to make the buildings more bdike, we then simplified
both the roof anthe external wall structure. Any details such as slopes, ledges,
overhangsor other roof structures were removed unless the structure contributed to
the general makeup of the buildjmgsulting in a flat rooff-or the walls of each side

of the building,any small recessns wereremoved An example of thisimplification

is shown in figure 5.9.

E—

Figure5.7: Example of Window Simplification

Figure5.8: Example of External Structure Simplification
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Figure5.9: Example of Roof & Recess Simplification

The end result of the previous simplificatimchniques arbasic building
shelkrepresenting the general structoé buildings, while maintainingmaterial
separationFor V3, we take V2 and remove material separation by replacing all
materials with the material that dominates the structumaoist cases brick:his
produces a basic shell of a building consisting of one material, a model that can be
easilycreatedusing the tools buiin to WI. Appendix A provides images of all
buildings and their different versiorfgst showing V1 in compasbn to the actual
building and then the simplification process of V2 and Wble 5.3 provides the
number of faces that make up each building model across each version, as well as the

total number of faces wheil buildings are placed in WI.
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Building ID Versionl Version2 Version3
115406 2494 1034 20
142 1001 340 75
087 113 41 10
090 1069 309 31
091 3102 1099 81
223 480 90 29
093 270 93 11
088-089 1866 206 47
085 207 75 5
045 18 5 5
083 825 249 23
225 1217 674 88
092 866 162 5
405 284 55 5
081 300 112 26
202 280 45 44
Full Model 14392 4589 505

Table5.3: Number of Faces in each Building Model as well as the Full Model

5.23 Placement in WI

Using the DXF converter, tHauilding models are imported into WI as floor
planssince the city format was intendéd simplified building structuresFloor
plans were intended for indoor simulations, but are also used for mixed environments
andallow us to represent our highly dd&d modelsWhenimportingeach building
model, each layasreated in AutoCADs associated with a default building material
from the WI materiatlatabasenitial analysis will be done using these default
materials. If we find during our analysis that one material is dominating the
interactions in the environmerititure work will fit our field test measurements to
more suitable permittivity and conductivipyarameters for that material.

To position the buildings in the ray tracing environment, we use the data

obtained from our contacts at UMBuUt our decision to use a flat terrain creates a

75



bias in thanodel thadepend on how the building heights are sBecause there is
little difference in elevation between the center and east side sélineted are@ihe
sites of the field tests), we start by placing the eastern most buildingy@d&ng

our way westBuilding 115 is placed at the proper elevatamtording to the side
closest tdPaint Branch Drivéfacing west).The buildings to the north and south of
115 are placed by their elevation in relation to FrSm therethe building directly
west of 115 is placed by its elevation in relation to 1Aéntplacing the buildings to
the north and south of that building. This process is repeated until evenyngusid
placed inhe environmentBecause of this placement, buildings along Regents Drive
are placed higher above the terrain than they would beealistic terrain since these
buildings undergdhe most change in elevatiofhe change in elevation from north

to south is 1.31m and is fairly constant, creating little bias in those directions.

5.24 Allowed Interactions

For all of our simulations, no transmissions are allowed through any of our
building models. Almost all buildings are predominantly backl rather large
making it very unlikely that a radio wave would propagate through a building and still
have a signiftant impact in the power at the recei\Mdoreover, it is impossible to
know what interactions are occurring between entry and exit of a building due to
several unknowns such as moving peoplelaravledge othedetailsin the
environmentFor these reass,we focus on reflections and diffractions in the
outdoor urban environment.

In this thesis, we wilevaluate the accuracy of WI compared to our field test

measurementsy first limiting the interactions to reflections, and then addismgle
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diffraction. Onecriticism of ray tracing is théarge amount ofime spent doing
computationsWhile there are many othéactors that contribute tmomputational
complexity,much time is needed to search for and cast rays from diffraction points.
By conductingour simulations with and without diffractions, we hope to explore the
benefits of adding such interactioige limit the number of diffractions to one with
the assumption that since all our nodes are near egitdgtionswill contain larger
power contributionsthan two or more diffractiongue to the close proximity of
buildings Multiple reflections should be able to reach most areasiifield test
scenariosWe also limit the number of reflections to 6, which by observation
produces a sufficiemtumber of raypathsgiven the size of our scenaridheallowed

number of reflections should be increased for larger field tests.

5.3 Transmitters & Receivers

5.3.1 Placement

Due to uncertaintiem both the field tests and Wt is unclear howite
placement of transmitters and receivers will affect the accuradil predictionsIn
the conducted field testsyobility scenarios were generated from UNiXestamps
recordedby the user when walking over a predetermined locafifiriield tests are
prone to human error and it is difficult to determine how accurately these locations
were marked bgachparticipant.Vast variations and deep fades in measurements can
result fromchanging the position of the transmitter or recebseeven a wavelength
Despitecareful planning, field tests will always contamaccuracies that need to be

accounted far
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W] is a deterministic method of calculating received power and other signal
characteristics. Received power is calculated either using all phaseatitorrar by
correlating ray paths into groups, combining those correlated paths with phase before
adding the powerof each groupThis method of calculating power can, to some
extent, model théast fading due to the constructive and destructive interferef
waves in the environmengsulting inlarge variations ahdeep fades within
predictions Some form of aggregation is neededboth field test data and WI
predictions to mitigate these effects.

To removehevariationsof fast fading from our &ld test data while retaining
the effects of shadowing, we use a form of-joass filter that is simple to implement,
a moving averagd.he number of measurements to average (window size) is
determined by expanding the window size until most sharp varsaéice removed
without changing the overall shape of the measurements over time. Despite its
simplicity, this methogbroves to bevery effective.

In order to perform the same aggregatiobdath field test measurements and
the predictions of Witeceiversare placedccording the velocity of the node as well
as the transmitted beacon interwddile making sure that each predetermined location
from the field test is represented by one recei8erce the transmitters in our field
tests are stationary, thaye simply modeled as a single poont]y performing the
moving windowaggregation arounglach main receiver point using théded
receiver points

It is important to note thahe proposeglacemenmethod based on node

movement and beacon interweill only work for our simplified test scenarioBor
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tests involving two nodes and a mobile transmitter, slight modifications to this
method may still work. But when more than two nodes make up a field test scenario,
a differentplacement methonhust be gedto better represent the mobile scenario

Proposed techniques will be discussed irnftigre work sectiorof chapter 8.

5.32 Equalizer & CorrelatorModeling

As a consequence of multipath, the contributions of ray paths at the receiver
vary in time of arrival due to their differences in path lengBescause of these
delays, jart of the transmitted symbspread into subsequent symbols creating noise
and making correct detection of those symbols increasingly diffithil. type of
distortionis called Intersymbol Interference (IST)o mitigate the effects of ISI,
filters are put in place at the receiver to attempt canceling the ISI introduced by
multipath also known aanequalizr.

While many forms of equalizers are used, manufactufersromodity
hardware rarely release the details of their hardware implementatmmnsour
wireless chipset, the Atheros AR5424, we were able to find a technical overview
document claiming our receiver contained amv&nced wideband receiver with best
pah sequencer for better ranged multipath resistance than conventional equalizer
based desighisWithout any technical specifications, it is unclear how exactly the
"best path sequencer” functions. For our analysis, we make the assumption that the
"bestpath sequencer" uses some method to keep track of multipath peaks in the
correlator and selexthe strongest signal within a time window set by the modulation

schemeTo test our assumption, we will vary the number of paths being combined at
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the receivein WI betweenone and fifty and compathe resultsvith our collected
field test measurements.

The nodes in our field tests are transmit®@f.11bbeaconst a rate of 1
Mbpsspreadusing a DireciSequence Spread Spectrum (DSSS) modulation
techniqueDSSS uses a pseutmnsespreading code to spread transmitted data over
wide bandwidth. This pseudonoise code is the same for every user in the network and
is made up of an 11 bit barker e@ach bit represented by a chipansmitting 1
Mbps using an 1bit barker code allows for the transmission of 1 Msymbgii/gg
a symbol period of 1 microsecoritb more accurately model the DSSS correlator in
the receiver we use the output filter in WI to filter out any paths arriving after the
symbol period of 1 microsecond from the first path that arrives (excess time of
arrival). In reality, the period of timi@ which the correlator can distinguish a signal
from multipath noise is probably much less titie® symbol period. Applying the
excess time of arrival filtesf 1 microseconds alooserestrictionthat will be re
examined after initial evaluation.

In our analysis, we will also look at the 'summing complex electric fields'
parameter in WI, describing how the receiver is adding the individual contributions of
each ray pathrhis setting will affect our received power when increasing the number
of paths tacombine As described in section 374 the'all phasebption sums the
powers of each ray patising all phase information. The 'correlated phase' option
combines the phase of pathat follow nearly the same path in the environment, then

summing the poers of the correlated grougoth of these options will be evaluated,
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ignoring the "none' option. This option wouldsbeepresent a rake receiver, a

receiver that is better fit to coherently add multiple multipath components.

5.33 Antennas

In urbanenvironments, there exist multiple reflected and diffracted paths
otherthan LOSbetween a transmitter and a receividre signal characteristics of
reflected paths vary depending on the surface material properties, polariaation,
incidence angleThe multipath components arrive at the receiver at different angles,
depending on where the signal was radiated from, the interactions undergone, and the
beamwidths of thesed antenna3 herefore, the antenna pattern can have a
significant impact on thednsmission and reception of radio waves between the
transmitter and receiver.

Along with the parameters already being tested, we'll explaraccuracy of
WI predictions using both ideal and realistic omnidirectional anteoa the ideal
omnidirectional antenna, we use the bdiltvertically polarized haffvavedipole Its

vertical and horizontal gain patterns are shown in figuté
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Figure5.10: Vertical and Horizontal Gain Patterof 3 dBi Halfwave Dipole

To determinghe antenna radiation patterns of the antennas used in our field
tests we usedneasurements collectedan anechoic chambekn anechoic chamber
is a room designed to provide a controlled environment, insulated from exterior
sources of noise. The walls are coated with RF absorbers, preventing any multipath
between a transmitter and receiver caused by reflections off thel@aliag only the
LOS path This environment allows us fwecisely compute the antenna gain pattern
of our antennas without any interferenegyure 5.11 show a picture of the anechoic
chamber used. In this scenario, a simple diffraction test was beingateddetween
a transmitter and a receiver using a sheet of nEtal resultingrertical and
horizontalantenna gain patteri$ testing one antenrae shown in figure 521 The
two other antennas were also tested, producing near identical rébeltsaximum
gain of the main lobe was measured to be 3.127 dBi as opposed to the 5dBi claimed
by the manufacturer. Because of this discovery, we gave our ideal antenna a 3.127

dBi gainto focus our analysis on the differences in radiation patterns.

82



Aug 2072012 ™¢l,3 : 34

Figure5.12: Vertical and Horizontal Gain Patterns o137dBi Omnidirectional
Antenna
To continue our goal of accurateceiver modeling, we set the received power
threshold on the receiver's antenna, disregarding any arrivingvpittrespower

beyond the receiver's capabilities. While it's tempting to just set this power to the
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receiver sensitivity, we must take into the consideratiattiple waves combining at

the antennaVhen RF signals arrive at nearly the same time they undergo
condructive and destructive interference at the antenna with the receiver only seeing
the combined wave. It is possible that two signals of lower power, beyond the
receiver's capabilities, combine into a signal that the receiver can demodulate.
Because of tlsiphenomenon, we set the received power thresheld 5odBm. This

value is a rough approximation and is not claimed to be the correct value. Since we
are only looking at the top so many paths that arrive at the receiver wiertaam

time frame, thisvill only have an effect when increasing the total number of paths

being combined.

5.34 Waveforms

Since DSSS essentially phase modulates a continuous sine wave instead of a
pulsetypewaveform, we select a sinusoidal waveform within WI. For our
simulations we set the effective bandwidth to 22 MHz and the center frequency to
2462 MHz (channel 11) since this was the least congested channel that was used

during our field tests.

5.35 Collection Radius & Ray Spacing

The SBR ray tracing algorith used by the full 3D propagation model will
find a number of common rays that have followed essentially the same path, given a

reasonable collection radius and ray spacing have been selected. These rays represent
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the same wave front and are removed adichtp pathgo avoid over predicting the
received powerBut, there is no analytical solution for selecting these parameters.

To select a reasonable collection radius, several considerations must be made.
If the collection radius is too small, the rayasmg will need to be set at a small
angle, greatly increasing the ray tracing run time. Making the collection radius too
large will include ray paths that never would have hit the receiver in a rea worl
environmentAccording to[32], convergence tests are the best way to develop an
intuition for selecting these parameters in different urban environmerdsler to
eliminate unwanted ray paths with the sugge&téc collection radius, we use a
radius of ImWe then tesidto see any differences between the default ray spacing of
0.25° and the recommended 0.2°. After noticing no difference in reselteducel
the ray spacing to 0.3° and notice a reductiorathgarriving at the receiver. For our
ray tracing simulations, a collection radius of 1m with a ray spacing of 0.25° was

determined to be a reasonable selection.
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Chapter 6:Field Test Descriptions

In this chapter, welescribe two field tests we have conducted on the UMD
campus to evaluate the performanc¢éhefBounceHausestbed The first field test
was conducted between the A.V. Williams building (#115) and the Engineering
Annex (#093) and is referred to as théWfield test. The second test was conducted
on Stadium Drive and the off street between the Kim building (#225) and the
Chemical and Nuclear Engineering buildif®90 and is referred to as ti&adium

Drive field test.

6.1 AVW

6.11 Description

A two-dimensional overview of the AVW field testenarids shown in
figure 6.1(obtained from Google Mapdh this field test, a stationary transmitter,
represented by thHaack circle, wagpositioned between the Engineering Annex and
the A.V. Williamsbuildings.We then created three linsganning 25m parallel to the
Annex building andnovingaway from the transmitter, each consisting of 26
measured positions from which to record measurements A@aparation of 1m
was kept between lineShe purposef this scenario is to creab®th LOS and NLOS
paths between the transmitter and receiver in close proximity.

The transmitter in this field test was set to trangmithannel 11 (the least
congested channadl 20 dBm with a beacon interval of 100ros,10

beacons/second. Both laptops were held just above thewithistnapproximate
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antennaneight of 1.3m which was maintained to the best of our abilitytiirout the
entirety of the field test. Both participants faced each other and held the laptibes
antennaxperienceaho obstructions from the laptop monitor. This was done to
mitigate near field effects of the human baahdlaptop monitor While standing in
this position and given this scenario, it is very unlikely that a path between the
trarsmitter and receivewasattenuated by these near field effettsaddition, this
test was conducted on a weekend wherethes little activity on the UMBampus.
If any cars pulled into the testing area, the measurements were repeated; the same
being tue for people walking by.

We conducted several measurements using the positions on all three lines.
First, we took stationary measurements from all 26 points onlieeciMeasurements
at each point were taken for approximately two minutes, giving uggarsata to
average out any undesired interference. After the stationary measurements, we
conducted three motion tests, one for each line. The participant holding the receiver
started at the point on the line furthest avirayn the transmitter, thewalking
towards the transmittet approximately 0.5m/s amdarking the UNIX timestang
whencrossingover each of the 26 predefined poihysusing a clock scripMoving
the receiver towards thieansmittereliminated any near field effects due to the human

body.
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Figure6.1: 2D Overview of the AVW Field Test Scenario

6.12 Data Analysis

To first mitigate the effects of fast fading, we perform a moving average with
a window size of 21 on the motion data for each kigure 6.2 shows both the
original measurements from linel as well as the moving average. It can beageen th
the overall bape of the measurements over time is kept intact, preserving the effects
of shadowinglt is important to note that before any averaging of RSS is done, the
measurements are first converted back to milliwatts, and then converted back to dBm
after averaging. Averaging the RSS in dBm is actually performing a geometric mean
instead of an aritinetic mean which can alter averages in the presence of high

variance.
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Figure6.2: Moving Average on Linel Mitigating Effects of Fast Fading

For all comparisons, we first compute this mgvaverage and then use the
points associated with each of the 26 marked locations during the fieldigeses
6.3, 6.4, and 6.5 show the points taken from the moving averages of linel, line2,
and line3, respectively, and plot them against the stagionaasurements that were
also taken for each lin®hile the motion measurements match the stationary
measurements for linel very well, there are two areas within both line2 and line3 that
show major differences. After looking at the original data it e that these
stationary measurements were within the variance of the original motion
measurement&ven with these slight variances, the RMSE of the linel, line2, and
line3 comparisons wer2.11 dB, 3.33 dB, and 2.05 dBell within the margin of

errorfor repeating field test measuremejas].
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Figure6.3: Linel Motion Points after Movingwverage vs. Stationary Points
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Figure6.4: Line2 Motion Points after Moving Average vs. Stationary Points
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Figure6.5: Line3 Motion Points after Moving Average vs. Stationary Points

6.1.3 Representation in WI

As mentioned in sectioh.3.], to compare the field test measurements with
W] predictions we use the node velocity and beacon interval to approximate the
positions upon beacon receptidinis allows us to place receivers in the
approximated locations in orderperform a moving avege on the WI data
mitigating the effects of fast fading before making direct comparisoisis field
test, nodes had an approximate velocity of 0.5m/s and the beacon interval was set at
100ms, therefore there weaipproximately20 beacon readings peeter. In WI, each
line was modeled as a receiver route with a spacing of 0.05m resulting in lines
containingb01 receivers. Given that we used a window of 21 measurements for our
field test averaginghe same windowvasappliedto the WI predictionskigure 6.6

shows the placement of the transmitter and receiver routes in WI.
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Figure6.6: Transmitter and Receiver Placement in WI for AVW Field Test

6.2 Stadium Drive

6.21 Description

A two-dimensional overview of the Stadium Drive field test scenario is shown
in figure 6.7 (obtained from Google MapBints A,C, and D represent the ends of
the pathgin purple)while point B represents the intersection between them. Each
pathsegmentB to A, B to C, and B to D) is 30m long wiglointsmeasured every
2min each directiomwayfrom B. In this fieldtest, a stationary transmitter is
positioned at point Dvhile a mobile receiver is positioned at node A, walking from A
to B to C while cokctingsignalmeasurementisom the transmitterThe receier will
bemovingat approximatelylm/sover a distance of 60m and marking the UNIX
timestamp when the node crosses over each of the 31 predefined Humtenario
was also conducted in reverse order with the receiver moving from Cto Bto A. A
comparison between the two tests will be done in the next setliesetest were
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designed to subject our nodes to a more realistic urban environment, baléenple
two building scenario in the AVW field test.

The transmitter in this field test was set to trangmithannel 11 (the least
congested channed} 20 dBm with a beacon interval of 50ms, or 20 beacons/second.
Due to the positions of the transraitard receiver during this scenariwe created a
mount to raise the antenna height to approximawelyfigure 6.8).With the antennas
mounted abovéeld test participants, the participant is most likely to be in the path of
any signal heading towardemull below the main lobe of our antenna pattern, shown
in figure 5.12. This reduces the chance of the participant's body atteraragipgth
of significance When analyzing the field test results, the loss dubdadded cables
is taken into considetian. As done in the previous field test, tests were discarded if

any cars or people came into the area of interest.

Stadium Dr Stadium Dr Stadium Drf Stadium Dr

@ ©

Figure6.7: 2D Overview of the Stadium Drive Field Tesl',[ Scenario

93



Figure6.8: Antenna Mount used During Stadium Drive Field Tests

6.22 Data Analysis

To first mitigate the effects of fast fading, we perfeda moving average
with a window size of 21 othe RSS measurementsSigure 6.9 shows both the
original measurements as well as the moving average. It can be seen that the overall
shape of the measurements over time is kept intact, preserving the effects of
shadowingFor all comparisons, we first computes moving average and then use
the points associated with each of the 31 marked locations during the fiekigess.
6.10shows the averaged points compared to the moving average of the same field test
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conducted in reverse ord@&oth traces are near identical with a RMSE of 1.49 dB.
Because of the accuracy between both traces, we will select the original trace to use

in our comparisons with WI.
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Figure6.9: Moving Average on Stadium Drive Mitigating Effects of Fast Fading
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Figure6.10: Stadium Drivevs. Stadium Drive Reverse at Measured Positions
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6.23 Representation in WI

Receiver positions are determined with the same method used in the AVW
field test.In this field test, the receiver had an approximate velocity of 1m/s with a
beacon interval of 50ms, therefore there were around 20 beacon readings per meter,
the same as IAVW. In WI, the path of the receiver was modeled as a receiver route
with a spacing of 0.05m resulting in a lioentainingl201 receiversGiven that we
used a window of 21 measurements for our field test averagmgamevindow
being appliedo the W predictions. Figuré&.11shows the placement of the

transmitter and receiver routes in WI.

Figure6.11: Transmitter and Receiver Placement in WI for Stadium Drive Field Test
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Chapter 7 Results & Discussion

7.1 Results

To analyze the performance Wi predictions based orarious parameter
combinations, we proposke use ofwo metrics.The first metric is the overall

RMSE and is defined by:

YO Y@ h_7h (7.2)

where n is the number of samples angl @, represents the error between the field

test measurement and predicted value fromBXpressing this formula in words,
differences between the observed and predicted values are each squared and then
averaged over the sample, before taking the square root of the average. The RMSE
provides a notinear fit and gives the distance, on averade data point from this

fitted line. Since errors are squared before being averaged, the RMSE applies a higher
weight to large errors which is useful when large errors are undesirable.

The second metric is thmean error which is the overall sum ofi¢ errors
between observed and predicted values scaled by the number of preditinans.
researchj28] hasshown that some path loss models may have a cost/bofemefnder
or overpredictionsOverpredictions (undepredicted received signal strength) are
represented by higher positive values for this metric. Updedictions(over
predicted received signal strength) are represented by large negative vadoese A

of zero is given for models that have an equal amount of under angredgctions.
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Overall, using RMSE ancheanerror for performance evaluation will give us a sense
of both the bound of the error as well as the tendency to over or-pretkct.

In the following subsections, weesenthe RMSE andmeanerror results
from the AVW and Stadium Drive field testd/e will refer back to these tables in the
following sectionsNote that the best value for each column is highlighted in red for

each tats.
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7.11 AVW

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
4.04 4.04 4.17 4.17 4.04 4.04 4.17 4.17
2.38 3.22 2.44 3.29 2.38 3.22 2.44 3.29
2.18 231 2.23 2.39 2.18 2.31 2.23 2.39
3.00 2.08 3.04 2.15 3.00 2.08 3.04 2.15
3.87 2.02 3.92 2.07 3.87 2.02 3.92 2.07
4.50 2.06 4.53 2.10 4.50 2.07 4.53 2.11
4.67 2.21 4.70 2.24 4.64 2.25 4.69 2.27

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
4.04 4.04 4.17 4.17 4.04 4.04 4.17 4.17
2.38 3.22 2.44 3.29 2.38 3.22 2.44 3.29
2.21 2.44 2.25 2.51 2.21 2.44 2.25 2.51
2.95 2.26 2.99 2.32 2.95 2.26 2.99 2.32
3.80 2.19 3.85 2.25 3.80 2.19 3.85 2.25
4.60 2.24 4.65 2.28 4.77 2.92 4.79 2.88
4.89 2.32 4.92 2.36 4.99 3.17 5.01 3.12

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
4.04 4.04 4.17 4.17 4.04 4.04 4.17 4.17
2.38 3.22 2.44 3.29 2.38 3.22 2.44 3.29
2.26 2.26 2.29 2.34 2.26 2.26 2.29 2.34
3.10 2.09 3.14 2.15 3.10 2.09 3.14 2.15
4.06 2.04 4.11 2.09 4.06 2.04 411 2.09
4.60 2.11 4.64 2.15 4.70 2.24 4.72 2.27
4.85 2.21 4.90 2.24 4.99 2.43 5.03 2.45

Table7.1: RMSE forAVW Line 1
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Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths

50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.68 3.68 3.82 3.82 3.68 3.50 3.82 3.65
1.32 2.83 1.37 2.91 1.32 2.83 1.37 291
0.06 1.65 0.13 1.75 0.06 1.65 0.13 1.75
-0.92 1.17 -0.86 1.25 -0.92 1.17 -0.86 1.25
-1.81 0.87 -1.77 0.92 -1.81 0.87 -1.77 0.92
-2.31 0.16 -2.28 0.22 -2.33 0.14 -2.31 0.20
-2.45 -0.27 -2.42 -0.21 -2.37 -0.40 -2.35 -0.33

Reflections

Ideal Antenna

RealisticAntenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.68 3.68 3.82 3.82 3.29 2.35 3.43 2.53
1.32 2.83 1.37 291 1.32 2.83 1.37 2.91
0.15 1.72 0.22 1.80 0.15 1.72 0.22 1.80
-0.89 1.27 -0.84 1.34 -0.89 1.27 -0.84 1.34
-1.77 0.97 -1.73 1.02 -1.77 0.97 -1.73 1.02
-2.43 0.27 -2.40 0.33 -2.55 -0.71 -2.51 -0.61
-2.64 0.01 -2.61 0.06 -2.68 -1.17 -2.63 -1.06

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.68 3.68 3.82 3.82 3.29 3.26 3.43 3.40
1.33 2.83 1.37 2.91 1.33 2.83 1.37 291
-0.01 1.53 0.08 1.63 -0.01 1.53 0.08 1.63
-1.11 1.10 -1.06 1.17 -1.11 1.10 -1.06 1.17
-2.08 0.76 -2.05 0.81 -2.08 0.76 -2.05 0.81
-2.41 0.10 -2.38 0.15 -2.45 -0.19 -2.42 -0.13
-2.69 -0.16 -2.69 -0.10 -2.72 -0.54 -2.70 -0.48
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Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths

50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
4.56 4.56 4.66 4.66 4.56 4.56 4.66 4.66
3.11 3.87 3.14 3.91 3.11 3.87 3.14 3.91
3.18 3.21 3.19 3.24 3.18 3.21 3.19 3.24
3.61 3.01 3.62 3.04 3.61 3.01 3.62 3.04
4.20 2.97 4.23 3.00 4.20 2.97 4.23 3.00
4.86 2.96 4.89 2.97 4.88 2.07 491 2.97
5.00 2.99 5.02 3.00 5.05 2.25 5.08 3.10

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
4.56 4.56 4.66 4.66 4.56 4.56 4.66 4.66
3.11 3.87 3.14 3.91 3.11 3.87 3.14 3.91
3.19 3.24 3.20 3.27 3.19 3.24 3.20 3.27
3.55 3.12 3.56 3.14 3.55 3.12 3.56 3.14
4.19 3.09 4.22 3.10 4.19 3.09 4.22 3.10
4.74 3.04 4.77 3.05 4.86 3.45 4.87 3.43
4.89 3.05 4.92 3.06 5.19 3.61 5.18 3.57

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase CorrPhase
4.56 4.56 4.66 4.66 4.56 4.56 4.66 4.66
3.11 3.87 3.14 3.91 3.11 3.87 3.14 3.91
3.12 3.10 3.13 3.13 3.12 3.10 3.13 3.13
3.54 2.96 3.56 2.98 3.54 2.96 3.56 2.98
4.25 2.92 4.29 2.94 4.25 2.92 4.29 2.94
4.70 2.95 4.72 2.96 4.62 2.81 4.65 2.82
4.81 2.98 4.82 2.99 4.76 2.92 4.78 2.93

Table7.3: RMSE for AVW Line 2
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Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths

50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.14 3.14 3.29 3.29 3.14 2.97 3.29 3.12
0.89 2.38 0.94 2.45 0.89 2.38 0.94 2.45
-0.02 1.25 0.05 1.34 -0.02 1.25 0.05 1.34
-0.89 0.80 -0.83 0.88 -0.89 0.80 -0.83 0.88
-1.75 0.49 -1.71 0.56 -1.75 0.49 -1.71 0.56
-2.70 -0.16 -2.68 -0.09 -2.72 -0.16 -2.69 -0.10
-2.95 -0.54 -2.92 -0.48 -2.89 -0.72 -2.86 -0.65

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.14 3.14 3.29 3.29 2.92 2.13 3.06 2.30
0.89 2.38 0.94 2.45 0.89 2.38 0.94 2.45
-0.03 1.27 0.05 1.36 -0.03 1.27 0.05 1.36
-1.00 0.86 -0.94 0.94 -1.00 0.86 -0.94 0.94
-1.87 0.58 -1.84 0.64 -1.87 0.58 -1.84 0.64
-2.73 -0.05 -2.70 0.02 -2.99 -0.64 -2.94 -0.54
-3.09 -0.29 -3.07 -0.22 -3.45 -1.25 -3.40 -1.15

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
3.15 3.15 3.29 3.29 2.92 2.99 3.06 3.13
0.89 2.38 0.94 2.46 0.89 2.38 0.94 2.46
-0.12 1.15 -0.03 1.25 -0.12 1.15 -0.03 1.25
-1.12 0.74 -1.06 0.82 -1.12 0.74 -1.06 0.82
-2.04 0.43 -2.01 0.49 -2.04 0.43 -2.01 0.49
-2.74 -0.17 -2.72 -0.11 -2.81 -0.27 -2.79 -0.21
-3.01 -0.38 -2.97 -0.32 -3.13 -0.62 -3.09 -0.55

Table7.4: Mean Errorfor AVW Line 2

102



Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase CorrPhase All Phase Corr Phase]
4.51 4.51 4.60 4.60 4.51 4.51 4.60 4.60
3.39 3.88 3.40 3.90 3.39 3.88 3.40 3.90
3.56 3.24 3.56 3.26 3.56 3.24 3.56 3.26
4.03 3.13 4.03 3.14 4.03 3.13 4.03 3.14
4.61 3.13 4.62 3.14 4.61 3.13 4.62 3.14
5.33 3.19 5.35 3.18 5.28 3.18 5.30 3.18
5.47 3.31 5.48 3.31 5.38 3.36 5.38 3.35

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
451 451 4.60 4.60 451 451 4.60 4.60
3.39 3.88 3.40 3.90 3.39 3.88 3.40 3.90
3.52 3.25 3.52 3.27 3.52 3.25 3.52 3.27
3.99 3.11 4.00 3.12 3.99 3.11 4.00 3.12
4.56 3.09 4.58 3.10 4.56 3.09 4.58 3.10
5.43 3.12 5.45 3.12 5.78 3.79 5.77 3.73
5.87 3.19 5.88 3.18 6.19 4.04 6.17 3.98

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction
Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
451 4.51 4.60 4.60 4.51 451 4.60 4.60
3.39 3.88 3.40 3.90 3.39 3.88 3.40 3.90
3.62 3.23 3.62 3.25 3.62 3.23 3.62 3.25
4.19 3.14 4.20 3.14 4.19 3.14 4.20 3.14
4.85 3.15 4.88 3.15 4.85 3.15 4.88 3.15
5.19 3.21 5.21 3.21 5.10 3.15 5.13 3.14
5.42 3.26 5.42 3.26 5.48 3.28 5.50 3.27

Table7.5: RMSE for AVW Line 3
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Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
2.59 2.59 2.73 2.73 2.59 2.39 2.73 2.53
0.31 1.85 0.36 1.93 0.31 1.85 0.36 1.93
-0.80 0.73 -0.73 0.84 -0.80 0.73 -0.73 0.84
-1.72 0.29 -1.66 0.38 -1.72 0.29 -1.66 0.38
-2.46 0.01 -2.41 0.07 -2.46 0.01 -2.41 0.07
-3.49 -0.58 -3.46 -0.51 -3.41 -0.62 -3.37 -0.56
-3.79 -0.94 -3.75 -0.88 -3.63 -1.18 -3.59 -1.11

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

AllPhase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
2.59 2.59 2.73 2.73 2.26 1.19 2.40 1.36
0.31 1.85 0.36 1.93 0.31 1.85 0.36 1.93
-0.75 0.76 -0.68 0.86 -0.75 0.76 -0.68 0.86
-1.65 0.34 -1.60 0.42 -1.65 0.34 -1.60 0.42
-2.45 0.06 -2.41 0.12 -2.45 0.06 -2.41 0.12
-3.48 -0.45 -3.45 -0.39 -3.80 -1.30 -3.75 -1.20
-3.81 -0.66 -3.77 -0.60 -4.09 -1.79 -4.03 -1.69

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction
Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
2.59 2.59 2.73 2.73 2.26 2.28 2.40 2.42
0.31 1.85 0.37 1.93 0.31 1.85 0.37 1.93
-0.90 0.65 -0.82 0.75 -0.90 0.65 -0.82 0.75
-1.88 0.24 -1.82 0.32 -1.88 0.24 -1.82 0.32
-2.65 -0.06 -2.62 0.01 -2.65 -0.06 -2.62 0.01
-3.22 -0.63 -3.19 -0.57 -3.21 -0.83 -3.19 -0.76
-3.48 -0.80 -3.43 -0.74 -3.59 -1.13 -3.56 -1.06

Table7.6: Mean Errorfor AVW Line 3
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7.12 Stadium Drive

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
2.85 2.85 2.85 2.85 2.85 3.67 2.85 3.65
3.82 3.05 3.84 3.03 3.72 2.97 3.74 2.95
4.00 3.34 4.00 3.30 4.05 3.23 4.07 3.20
441 3.47 4.40 3.44 4.39 3.56 441 3.53
4.55 3.63 4.57 3.60 4.57 3.75 4.59 3.72
5.06 3.95 5.03 3.92 4.99 4.47 4.96 4.43
5.66 4.09 5.63 4.06 5.70 5.02 5.67 4.98

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
2.85 2.85 2.85 2.85 2.85 3.50 2.85 3.48
3.82 3.05 3.84 3.03 3.69 2.97 3.71 2.95
3.96 3.32 3.95 3.29 4.01 3.22 4.03 3.19
4.12 3.47 4.12 3.44 4.14 3.54 4.16 3.51
4.40 3.58 4.40 3.56 4.39 3.85 4.38 3.82
5.00 3.92 4.99 3.90 5.04 4.34 5.02 4.30
5.24 4.09 5.22 4.06 5.36 4.84 5.35 4.80

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase]
2.85 2.85 2.85 2.85 2.85 3.14 2.85 3.12
3.23 3.05 3.27 3.02 2.93 2.99 2.95 2.97
3.07 3.26 3.08 3.23 3.02 3.22 3.04 3.20
3.04 3.38 3.05 3.34 3.07 3.48 3.09 3.45
3.14 3.46 3.16 3.42 3.13 3.70 3.15 3.66
3.42 3.65 3.42 3.61 3.42 3.79 3.42 3.75
3.51 3.69 3.50 3.65 3.65 3.95 3.66 3.91

Table7.7: RMSE for StadiunDrive
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Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths
10 Paths
50 Paths

Top Path
2 Paths
3 Paths
4 Paths
5 Paths

10 Paths
50 Paths

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
-0.17 -0.17 -0.03 -0.03 -0.17 -0.63 -0.03 -0.51
-0.81 -1.04 -0.65 -0.93 -0.79 -0.84 -0.67 -0.61
-1.30 -1.43 -1.15 -1.33 -1.26 -1.32 -1.16 -0.98
-1.92 -1.62 -1.79 -1.52 -1.87 -1.79 -1.77 -1.24
-2.16 -1.81 -2.06 -1.72 -2.18 -2.01 -2.07 -1.52
-2.95 -2.17 -2.84 -2.08 -2.85 -2.60 -2.73 -2.12
-3.58 -2.35 -3.47 -2.26 -3.54 -3.11 -3.43 -2.62

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  Corr Phase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
-0.17 -0.17 -0.03 -0.03 -0.17 -0.69 -0.03 -0.55
-0.81 -1.04 -0.65 -0.93 -0.72 -0.89 -0.68 -0.66
-1.27 -1.41 -1.12 -1.30 -1.28 -1.33 -1.18 -1.02
-1.48 -1.60 -1.34 -1.50 -1.35 -1.81 -1.29 -1.42
-1.73 -1.75 -1.60 -1.65 -1.73 -2.00 -1.58 -1.90
-2.27 -2.11 -2.15 -2.02 -2.47 -2.47 -2.35 -2.37
-2.61 -2.28 -2.48 -2.19 -2.61 -2.93 -2.49 -2.83

Reflections

Ideal Antenna

Realistic Antenna

1 Diffraction

Ideal Antenna

Realistic Antenna

All Phase  CorrPhase All Phase Corr Phase All Phase Corr Phase All Phase Corr Phase
-0.17 -0.17 -0.02 -0.02 -0.17 -0.39 -0.02 -0.24
0.33 -0.70 0.50 -0.70 -0.22 -0.79 0.52 -0.66
-0.21 -1.03 -0.06 -1.03 -0.21 -1.12 -0.07 -0.98
-0.15 -1.21 0.02 -1.21 -0.14 -1.29 0.04 -1.25
-0.22 -1.32 -0.07 -1.32 0.21 -1.54 -0.03 -1.42
-0.62 -1.54 -0.51 -1.54 -0.21 -1.71 -0.47 -1.60
-0.86 -1.62 -0.73 -1.62 -0.57 -1.93| -0.84 -1.82

106

Table7.8: Mean Error for Stadium Drive



7.2 Transmitter &Receiver Modeling

7.21 ETOA & Number of Paths

Before learning that our receiver hardware has a "best path sequancer”,
variation in predictive accuracy was seen between LOS and NLOS situ&tibes.
there is LOS between a transmitter and receiver, the LOS ray tends to dominate the
others being addedlie to the power differentialesulting in accurate predictions no
matter how many paths were being addediLOS situationsit was noticed that due
to a lack of a 'dominant path’, prediction accuracy mkdedto the number of paths
being addedwe dso observed that adding a large number of paésited in over
predictionand that by reducing the number of paths pifeglictionswould drop to a
level more accurately matching observed values befoderpredicting Although
it's difficult to see irthe mean error results of the Stadium Drive field test due to the
accuracy of the top patthé mean error results of the AVW comparison clearly
demonstraté¢his over/undeprediction pattern

Initially, output filters were applied to restrict the ET@Aattempt to limit
the number of paths. Although this filter produced fairly accurate resitltextreme
restrictions it was less effective than simply limiting the number of path&h more
accurately models thaiscoveredbest path sequencehe ETOA filter of one
symbol timewaskept throughout the analysis as we believe it is a reasonable
assumption.

When limiting the number of paththe RMSE values for both field tests

clearlyindicate that théighestaccuracy iobtainedwhen limiting thenumber of
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paths tdive or less In AVW, obtaining the highest accuracy depends on how phase
information is dealt with at the receiyéut in both cases the top path is not optimal.
If summing with all phase information, the best RMSE is found when combining two
or three pathgiving a RMSE between 2.18 dBm and 3.40 dRittle variation is

seen by varying building detail or other pasears.Selecting the number of paths on
either side of this range results in the RMSE nearly doublifigen correlating

phase, the best RMSE is found when selecting five or ten paths giving a RMSE
between 2.02 dBm and 3.14 dBm. It turns out that correlaiirase using more than
two paths is quite forgiving and results in a RMSE within a few tenths of a dBm.
Again little variation is seen by varying building detail or other paraméfbesmean
error seems to be in good agreement with the RMSE in thaitérsearound the best
selection for RMSE.

In Stadium Drivepbtaining the best RMSE can be achieved by only using the
top path, except for when correlating phase and incluaigi§fraction(but still very
close).The RMSE gets increasingly worse as thenber of paths increases, no
matter how phase is combined or any other parameter is vAliedugh the RMSE
increases with the number of pattise spread of the RMSE decreases as the building
detail is simplifiedln V1, V2, and V3, the RMSE when sumrmiall phase ranges
from approximately 2.85 dBm to 5.7 dBm, 2.85 dBm to 5.3 dBm, and 2.85 dBm to
3.6 dBm. This same pattern occurs when correlating phragsms of the mean
error, V1 and V2 are best around the top path and increasingly-pretkct ashe
number of paths combined increases. This is true when varying all other parameters.

When using V3, using all phase information gives a mean error between dBfin and
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dBm, while correlating phase gives a mean error between 0 dBR2 afin.Both
phase opons increasingly undepredict as the number of paths combined is

increased.

7.22 Summing Complex Electric Fields

Since the method of summing complex electric fields was tied into the
discussiorin the previous section, we widnly give a general outlina this section.

When comparing the results from either combining all phase information or only
within correlated groups, we see patterns unique to each field test. The RMSE results
from AVW show that we can include more paths inrdgaeived power calculation as

long as the correlated phase option is uadsing all phasecombining only the top

two or three paths yields the b&WSE, getting increasingly worse as more paths are
added.Both of these patterns are true no matteatwevel of detail or other
parametersvereused.The mean error seems to be in good agreement with the RMSE
in that it centers around the best selection for RMSE.

The Stadium Drive field test showed that correlating phase was better overall
for V1 and \2 having a smaller spread in RM3iit using all phase becarjust as
accurate, if not moras the building details were simplified in V3. Butaimostall
cases, the RMSE gets worse as we include more than just the topspdéscribed
in the previousection, the mean error for this field test is better wdmanbiningall

phase andlways increasingly undgaredicts as the number of paths increases.
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7.23 ldeal vs. Realistic Antenna Patterns

When looking at the differences in RMSE and mean enrtite cases for both
field tests, only slight differences can be seen when comparing the use of ideal and
realistic antenna patterridsing a realistic antenna pattern will result iimaited
selectionof pathsarriving within the maidobe compared to the use of the ideal
antenna pattern. The minute differences seen across the board sugglest that
restrictions placed on direction of departure and arrival result in a nearly similar
selection of paths, and theimajority ofpaths are in fet arriving within the main
lobe region After analyzing the arriving paths in WI, this was seen to be the case.

Given that the ideal antenna pattern performed nearly as well as the obtained
realistic pattern, in some cases better, it's hard to jubgfuse of a realistic pattern.

We we're fortunate enough to have access to an anechoic chamber at no cost, but this
is not the case for most research@tee cost of obtaining access to an anechoic

chamber can be quite prohibitive. Although we were ab$htov thathe ideal

pattern performed just as well as the realistic pattern, this performance is limited to

the environment we have created.

7.3 Building Models

7.31 Allowed Interactions

Along with the amount of detail in the environment, #ilewed interactions
can have a significant impact on the time spent doing computattmioA¥W, little

difference, if any, can be seenRMSEandmean errowhen using onlyeflections
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or includinga single diffraction. This is because diffracti@menot present in the top
five paths and are therefore not used in the calculation of received. fiaweeto the
close proximity of the two buildings, a group of reflections are seen to have greater
power at the receiver than thenple diffractions around écorner of the annex
building. In Stadium Drive, diffractionsepresent the top few pataedare therefore
included when calculating the received power. Even though this scenario includes
more diffractions in the top five paths, we still see little défece when using only
reflections.In fact, using reflections produces results, both RMSE and erean
which are approximately the same, if not better ttfeninclusion of single
diffraction. This can be seen when varying any of the other paransetdrisuilding
detail. Due to the time required to find and shoot and bounce rays from diffraction
points, we cannot yet justify the use of diffractions based on our current results.
Based on observation and analysis of the paths in both AVW and Stadium
Drive, it is believed that both the close proximity of buildings and the dominance of
brick on the UMD campus contribute to the performance of using only reflections.
All areas of both field tests can be illuminated using only a few reflectixthgr
researh [36] has indicated that the inclusion of a single diffraction yields dramatic
performance improvements over using only reflections, but was done over much
longerdistances. Future field tests will continue to explore the use of diffractions as

they expand to include larger portions of the UMD model.

7.3.2 Building Detall

The amount of detail in the modeled environment can significantly impact the

amount of time spent doing computatiomsAVW, we see virtually no difference in
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RMSE or mean error across all three versions of building mdddise Stadium

Drive field tesfwe see th&@MSE spread as we vary the number of paths decrease as
buildings details are simplifiedhis is especially true for summing complex electric
fields using all phase informatioNoreover, the mean error shows less under
prediction as detailsra simplified,bringing the mean error much closer to zdfro.

turns out that simplifying the environment reduced the variance of RMSE and mean
errorsincethe sinplified environmentesulted in less paths between the transmitter
and receiver. The top 5@fhs turned into the top ZD paths depending on LOS or
NLOS situations. As mentioned earlier, limiting the number of paths usually produces
predictions that better match our field test measuremiegds. variance was not seen

in the AVW scenario becausigere were many interactions with complex features

that were less dominant, resulting in few differences.

7.4 Recommendations

In this section, recommendations are made for the tested WI parameters based
on thetablespresented in section 7.1 and the previous discusdidnen it comes to
selecting an antenna pattern for an omnidirectional antenna, thanlyeliberic hak
wave dipole produced similar results teealistic pattern. Given the field test
comparisons itthis thesis, the cost of using an anechoic chamber cannot be justified.
However, we were able to find that our antenna gain was approximately 3 dBi instead
of the 5 dBi claimed by the manufactur&esting in an anechoic chamber can be
avoided as long asther tests can be done to determine the actual gain of the antennas

being used.
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Since we saw few advantages to using just reflections over a single
diffraction, it is recommended to useflectionsin near earth, close proximity
scenarios where the buihdjs are dominated by few materials. Not only will this lead
to less time running computations, but will also allow for further accutaoygh
extended tuningAs noted in36], one of the limitations of a model based on purely
reflections is thait's near impossible to tune material propertias to the complex
nature of urban environments. Luckily, the UMD campus model used in this thesis is
predominantly bricland field test measurements can be used to find the properties for
brick that provide the best accuracy. Future work involves finding the 'magic brick'’
for our environment model.

Since we don't know details of environmastwell as the position during
RSS measuremenigth subwavelength accura¢yt may not be accurate even
reasonable to combine paths at the receiver using all ptfasmation Some form of
aggregation is needed for both transmitter/receiver position (discussed in future work
section) and phase informatiqeorrelatel). As mentioned in previous discussions,
correlating phasean bemuch more forgiving in terms of accuracy when selecting
more than two pathendcombined with other parameter selections. Looking at the
results for bottAVW and Stadium Drivecorrelating phase while using the V3
building models has a higher prdiilety for accurate predictions due to little variation
in both RMSE and mean error. Using these parameter selections and by looking at the
field test results, the RMSE had a range of 2.04 dBm to 3.7 dBm and the mean error

had a range ofL.62 dBm to 1.581Bm.
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7.5 Running WI Predictions on BounceHaus

After obtainingthe predicted path loss from WI and performing the desired
method of aggregatiothe resulting path loss valugsinus insertion los)an be
combined with timestamp information in atMX -encoded scenario file and then run
on the BounceHaus testbddanslating the accuracy seen in the WI predictions to
accuracy on the testbed depends on the frequency of attenuation updates between
node pairsMore frequent updates require more preditdifrom WI which can
increase the total amount of time running computatiohs.time spent predicting
path loss values will depend on environment detail, whether or not diffractions are
being used, the number of nodeedeled, type of aggregation, ray sipg, and
collection radius. Given that we've been able to achieve a high level of accuracy with
both a simplified environment and by only using reflections, providing updates every
second can be done in a reasonable amount of time. For more frequeas upsiats
will have to tend with longer computation times in the Precomputation phase of the
testbed.

Figure7.1 showshe original trace of AVW linel after aggregation compared
to running the predictions from WI on the BounceHaus testbed. The selected
parameters used an ideal antenna pattern and correlating phase within the V3 building
models only using the top three paths. This selection in WI gave a RMSE of 2.26
dBm when comparing the measurements at the predefined pdsimg. the predicted
values fran WI, adjusted for cable loss and antenna gain, the RF switch was updated
approximately every two seconds and attenuator settings were rounded to the nearest

integer since the attenuators have a resolution of 1 dB. Most notably, the most error

114



occurs aroud the transition from NLOS to LOS. This sharp drop was predicted in WI

no matter what parameters were selected. It is believed that a more gradual transition

exists in the field test due to environmental objects not modeled within WI.

RSS (dBm)

-20

—Field Test
= BounceHaus

-85

60

Time (Seconds)

Figure7.1: Running AVW Linel Predictions on BounceHaus
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Chapter 8 Conclusion& Future Work

8.1 Conclusion

In this thesis, we presented a prototype of the BounceHaus testbed offering
researchers the desirable experimental qualitiesmfol, manageability, and
repeatability, without sacrificing realisBounceHaus leverages ray tracing
techniques to implement highly detailed, speecific channel models to dynamically
configure a maryo-many analog channel emulator. To validduwe use of ray tracing
techniques in a mobile wireless testbad first modified commodity hardware to
make an accurate and reliable RSS measurement tool. These devices were then used
to conduct field tests on the University of Maryland campa#ecting RSS
measurements to be compared to predictions from Wireless IBSftee making
any comparisons, we created 3D models of several buildings on the University of
Maryland campus and built a 3D environment within Wireless InSite. Using the field
test measurements and the created 3D environment, we then stanbed
parametersvithin the ray tracing software to evaluate its performance as a path loss
prediction tool.

After extensive testingf the various parameters involved in both hardware
and environment modeling, it was determined that a high level of accuracy could be
achieved using generalized parameters and avoiding extensive tuning. Also, it was
found that simplified building models provided nearly as much accuracy as high
detailed models due to the characterssof the modeled environment. However, the

BounceHaus &bed is not a complete replacement of simulation. Simulation serves
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better for largescale experiments and for initial development of applications or
protocols. Due to the amount of work involved in creating a 3D environment, the
BounceHaus testbed may best for developers wanting to move pghstoretical

testing and evaluaggerformance in a realistic wireless environment.

8.2 Future Work

The work in this thesis providasignificant contributions to th&tudying the
viability of ray tracing technige leverage within mobile wireless testhddowever,
this workonly providesnitial validationsand leaves much work to be ddoefore
the true potential of the BounceHaus testbed can be unlocked.

Future work in terrain modeling includes studying tffeats of foliage,
mixed material terrains, and adding elevation data. The building models were created
to handle the addition of elevation data and this data is readily available to us from
contacts at the University of Marylandne hope is that usingesfation data will
boost the performance realistic antenna patterns over tharbgéneralized patterns.
Also, we were able to achieve a high level of accuracy with the V3 building models,
but a few anomalies exist when analyzing the propagation pdthsdretransmitter
and receiver in some of our tests. Future work looks as using V3 but adding certain
environmental objects such as metal containers, chain link fence, and any other
objects external to building structures that may act as a reflectoraurebs
measurement&xtensive studies will also be done to find the material properties for

brick that best match our field test measurements, finding the 'magic brick'.
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Much work has yet to be done to correctly model transmitter/receiver
hardware within Wifeless InSite. In this thesis, we made loose assumptions and were
attempting to model hardware that we didn't know the detailBhaf.ough testing
needs to be done to better understand hardware behaviors so that efforts to model
hardware aren't as blind.

Since we were able to achieve high levels of accuracy without extensive
tuning with the full3d propagation model, other propagation models within the
Wireless InSite suite should be examined to see if they can achieve similar levels of
accuracy. Usingther propagation models by reduce the overall amount of work
required to use full3d.

The field tests used for initial validation are fairly basic LOS and NLOS
situations and only involve two nodes. Future work includes conducting more
extensive field tests to look at more complex situations and adding multiple nodes
using GPS and cars. Al more nodes will change the way we aggregate power
measurements within Wireless InSiBassible aggregation methods incladzD
square of receivers spanning several wavelengths at the fixed receiver height, or
extending this idea into 3D by varyingetheceiver height over multiple wavelengths.
Note that with multiple nodes each node will have to be modeled as both a transmitter
and a receiver to represent all of the possible links.

There are several improvements to the BounceHaus architectuvalkisabn
be implementedAfter the initial creation of the building models used in this thesis,
Remcom released a new version of Wireless InSite which took advantage of GPU

hardware for increased performance. However, we found several issues when trying
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to run the new X3D propagation model using our building models. We are currently
working with Remcom to try and resolve these issusgig GPUs will open up new
possibilities as the time spent doing computations will become even less of a factor.
Anotherimprovement to the testbed architecture involves the physical
medium.One issue is that using one switch limits scalability to eight nodes. Possible
solutions involve both implementing a virtual environment like VMT and replacing
the RF switch with a 16qut RF swich. Another issue lies in the fact that by using an
RF switch, we are limited to controlling only attenuation between node Yérare
currently working with Carnegie Mellon University and have future plans to replace
the RF switch with the CM wireless emulator. Their emulator provides an attractive
option as it allows us to control signal strength as well as multipath and propagation
delays.Wireless InSite provides all of the necessary output to implement this high

level of control.
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Appendix A Building Models

In this appendix, you will find images of all buildings modeiedthe workin
this thesis along with their simplified versions. Unless otherwise stated, the images
use the material color scheme shown in the following table.

Material Color

Brick Red
Concrete Gray

Glass Light Blue
Metal Dark Brown
Wet Earth Green
Wood Orange

Before presenting the building models, either ground or aerial photos of the actual
buildings are shown.

A.V. Williams / Computer Sciencelnstructional Center (115-406)
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115406 Version 2

115406 Version 3
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