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B cell receptor (BCRyiffusivity is modulated by signaling activation, however the

factors linking mobiliy and signaling state are not completely understiaagked single

molecule imaging to examine BCR bility during signaling activation ananovel

machine learning based methtmlclassify BCR trajectories into distinct diffusive

states. Inhibition of ast dynamics downstream of the actin nucleating factop2/3

andformins resulted decreasBCR mobility. Lossof the Arp2/3 regulator, NWASP,

which is associated with enhanced signaling, leads to a predominance of BCR
trajectories with lower diffusivityFurthermore, loss of MVASP reduces diffusivity

of the stimulatory caeceptorCD1 9, but not t hat of unst i |
inhibitory coreceptor. Our results implicate the dynamic actin network irtfineng

receptor mobility and recepttigand ineractions, thereby modulating B cell signaling.

Activationof T cellsleads tahe formation of the immunological synapse (IS) with an
antigen presenting cell (APC). ThigequiresT cell polarization and coordination
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coupling between the actomyosand microtubule systems where different actin

structures influence microtubule dynamics in distinct ways.
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Pref ace

From my curiosity for insects in my backyard durimg childhood to the spotting of
wildlife in the Amazon jungle, | have always enjoyed observing the complex
interrelations found in nature. How structure and function are interconnected in nature
at every length scale, is fascinating for rais interestéd me to pursue a PhD in
biophysics where | was very lucky to study different biophysical aspects of the
cytoskeletona complex and dynamic network of fpolymers in a system of great

biomedical relevanckthe adaptive immune system.

Cells of the immune system must respond rapidly and accurately to the presence of
pathogens. A critical part of the machinery responsible for proper immune response is
the cytoskeletoriwhat | found most interesting during my doctoral studies is that the
main components of the cytoskeleton, actin and microtubules, are highly conserved
across eukaryotic cellyet immune cells can migrate through the body and rapidly
transition to adhergansientlyto a cell showing signs of infection to either initiate or
effect the immune responsghis ability is conferred by the cytoskeleton regulators
that can be activated through specific signaling pathways to control cytoskeletal
dynamics in space and time. In this dissertation | summarize my studies on the role of

adin regulators in modulating the adaptive immune response.



Dedi cati on

| dedicate this dissertation to Tata, Fausto, Canela, Miro and Turquesa (and to all the

wild cats of the world especially jaguars).
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Chapter 1: Introduction

1.1 Overview of the Thesis

The cytoskeleton is a complex and dynamic network of protein filaments that play a
wide variety ofroles of vital importance for eukaryotic cells. The classical view of the
cytoskeleton is that of a molecular scaffold providing structural support at many scales
in the cell. It is however a very dynamic system that allows edlb change shape,
divide and migrate. Over the recent years novel roles for the cytoskeleton have been
discovered. Along with the discovery of the importance of external physical cues on
cell fate and behavior, the aatoyosin cytoskeleton has besnplicated inplaying a

major rde in the sensing and transmission of these physical cues. This is particularly
true for cells of the immune system thaust respond rapidly and accurately to the

presence of pathogens.

B and T lymphocytes are the main agents responsible for the adaptivene
response, which confers protection against new pathogens. These cells navigate the
body looking for signs of infection and use special surface receptors to detect the
presence of pathogen fragments (antigen) in the surface of antigen preselstifidneel
detection of antigen leads to the formation of a contact region between the lymphocyte

and the cell presenting the antigen. This contact zone is known as an immunological



synapse and is an essential step in the immune response. The coordinatiedirgmo

of the actin and microtubule cytoskeletons is required for proper formation of the
immune synapse and its stabilization.

In the first chapter of this thesis | provide a summary of the steps that lead to the
immune synapse formation and describeetad the role that the cytoskeleton plays
during this procesdn the second chapter of this thesis I highlight the importance of
the actin cytoskeleton and associated regulators in the modulation of signaling
activation in B cells through the control ofiembrane receptor diffusivities and
hypothesize about the role of actin as a catalyzer of the biochemical reactions at the
membrangroximal cytoplasm. In the third chapter of the thesis | show the importance
of the interactions between different cytoska&llesystems during the activation of T
cells, highlighting the importana# studyingtheactin and microtubules networks as a

complex intertwined system.

1.2 Adaptive immune response

Mammals among other vertebrateposses two defensiveimmune systemshat

protect them from the invasion of pathogenic microorganighes innate and the
adaptive immune system. Both systems are composed of specialized types of cells that
use membrane receptors to identify possible pathogens. The innate araystem
provides an early defense against infectjotteanks to the rapid recognition of
pathogerassociated molecular patterns through receptors on the membrane of the

effector cells. Recognition of microbial patterns leads to the phagocytosis and
2



destruction of the ghogen Cells of the innate immune system, like dendritic cells, can
also ingest and process pathogesociated protein structures or antigens for later

presentation to cells of the adaptive immune sy$fidm

While the innate immune systems acts rapidhe number of protein structures
associatedvith pathogens that are recognized by its cells is limited to less than a
thousand?2]. In contrasteffective action byhe adaptive immune system takenger

and the specificity of pathogenjarotein structures detection is far more diverse

(lymphocytes can recognize more than a billion different antigens).

A fundamental stem the adaptive immune response is mediated by a group of cells of
the innaé immune system known as antigen presenting cells (APC). These cells, upon
detection of potentially harmful antigens, will phagocytize and digest these antigens
for presentation at their surface fdetection byadaptive immune cells as shown in
Figure 1.1 [3]. The role of B and T lymphaytes is critical for the adaptive immune
responseThe recognition of pathogenic antigen castivateB cells and T cells and

lead to proliferation of cells specific for the structure identifidte immune response
launched by these cells can either kiithogens directly or through the secretion of

antibodies.

Binding of these antibodies to the pathogen facilitates its recognition by cells of the

innate immune system like macrophages and neutrophils, enhancing the phagocytosis
3



of the pathogen and digsting the infectior{4].The adaptive immune response can
provide longterm immunity to thénost through the proliferation and establishment of
memory cells that will protect upon reinfection with the same type of pathogen,
providing an efficient and quick respon$égre 1.1b). The adaptive immune system
can respond to pathogens in two waystl-mediated immune response, which is
carried out by T cells and humoral immune response which is carried out by activated

B cells and antibodies as shownfgure 1.1c.
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Figure 1.1 The adaptive immune responsea) Pathogen detection and antigen
presatation by antigen presenting cells to cells of the adaptive immune system. b)
Antigen recognition leads to proliferation of cells and differentiation into effector and
memory cells, the latter providing lostgrm protection for the host. ¢) Diagram

showirg the two types of adaptive immune response, humoral or antibody response



carried out by B cells and ceattediated response carried out by T cells. Figure panels

taken from[3]. Image used with permission.

1.3 The immunological synapse

Adaptive immunity is mediated by B and T lymphtesythatare activated through
interaction with antigen presenting celksd. dendritic cells or macrophages). This
interaction is triggered by the recognition of antigen on the APC membrane surface
through specialized receptortn B cells the antigemecognition molecules are
immunoglobulins or Ig, which have a vast range of specificitibsmbranebound
immunoglobulins, known as B cell receptors (BC&J)ow the cell to detect antigen.

In T cells the antigemecognition moleculesi known as T cell receptor (TCR) and
instead of recognizing and binding antigen directly, like the BCR, it recognizes short
peptide fragments of antigen bound to special receptors on the surface of APCs known
as major histocompatibility complex (MH@J]. The engagement of the BCR or the
TCR triggers asignaling cascade thactivates multiple downstream signaling
molecules and spatiotemporal assembly of these molecules into microclusters.
Concurrent with this, the B or T cell polarizes and spreads over the aptiggenting
surface in a cytoskeleteshgpendent manneithe contact region formed between the
two cells is known as the immunological synapse and provides a stable platform for
cell-to-cell communicationduring the immune responsBemodeling of the actin
cytoskeleton and polarization of the mutubule cytoskeleton are essential steps for

proper formation and maturation of the immunological synapse. In the following
6



sections | will introduce the main regulators of both actin and microtubule cytoskeletal

systems.

1.4 The actin cytoskeleton: Nu@ators and regulators.

The actin cytoskeleton is essential at many levels for the formation of the
immunological synapse and the immune response. The basic unit of actin is a globular
monomer known as-@ctin (or globular actin). Actin monomers can sefemble into
asymmetric filaments known asde€tin, whichpossesa fast growing end (barbed end)

and a slow growing end (pointed end). Such spontaneous nucleation is kinetically
unfavorable because the actin dimer intermediate is very unstable (Figyr172a

Actin filament polymerization can be accelerated and sustained by a group of proteins
known as nucleators. The Arp2/3 complex is perhaps thekipestn and consists of a
stable assembly of seven polypeptides. Arp2/3 complex mediated nucleation starts by
binding a mother filament where it initiates growth in the barbed direction at a 70° angle
(see Figure 1.2b). This molecular complex is largelytigamn its own and requires
activation by a group of proteins known as nucleation promoting factors (NPFs). The
activities of NPFs are regulated by sigtransduction pathways, thus coordinating
actin polymerization in space and tifii¢. The best chacterized NPFs are the proteins

of the WASP (Wisko#Aldrich syndrome protein) family: WASP, -M/ASP,

Scar/WAVEL1, Scar/WAVE2 and Scar/WAVHS].



WASP-family proteins have a conserved domain in thgei@ninus known as VCA,
which allow them to bind and activate the Arp2/3 complex. Despite the structural
similarities, these proteins can induce different actin polymerization rates with Scarl
being theslowest, followed by WASP (i®ld higher than Scar) and-WASP (70

fold higher than Scafp]. WASP and NWASP exist in an autoinhibited configuration

that blocks the VCA domain. These proteins are activated by GTPases like Cdc42, Nck
and Grb2 amongthers[8]. The nucleation of actin mediated by Arp2/3 gives rise to
structures on the cellular scale such as the lamellipodium of crawlindsedi$igure

1.2 d,e). The other major class of actin nucleators are the proteins of the formin family.
Formins are large muidomain proteins with a fomin homology domain 2 (FH2) that
allows them to bind to act{ii0]. Formin binds to an actin dimer or trimer and stabilizes

it, and then promotes actin assembly and displays processive movement on the growing
barbed end while protecting the filamenorfr capping proteins (Figure 1.2c). This
results is an unbranched filament that can give rise to protruding structures as
filopodium (Figure 1.2f) or that through association with myosin motors can produce

contractile actin arcs.
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Figure 1.2 Actin nucleators and resulting architectures Actin filament formation

can be the result of a) Selsembly, b) branched nucleation from existing filament by
Arp2/3 or c) nucleation by formin. The larger arrows correspond to more favorable
conformations. Eleatm micrographic images showing the actin cytoskeleton for d) the
lamellipodium of a Xenopus Keratinocyte (scale bar is 500 nm), e) zoomed region of
lamellipodium showing the branched actin structure formed by Arp2/3 mediated
nucleation (scale bar 100 nmmdaf) a filopodium formed by formin nucleated actin
cables (scale bar is 200 nm). Panels taken from[7]. Panels & taken from[8].

Imagesused with permission.

1.5 Microtubule filaments: Dynamics and associated proteins

Microtubules (MTs) play an important role during immune synapse formation by
serving as highways for intracellular transport, recycling of membrane proteins and
repositionng of centrosom@associated organelles towards the ARC]. MTs are

tubular hollow polymers of approximately 25 nm outer diameter and higher rigidity

than actin filament§l2]. MTs aref or med t hr ough t h-abulmo!l ymer i

9
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heterodi mers that iIs regulated by[13t he hydr
(Figure 1.3). The energy input from GTP hydrolysis allows for-equilibrium

polymerization dynamics in which prolonged phases of depolymerization (catastrophe)

alternate stochastically thi prolonged phases of polymerization (rescue), a
phenomenon denominated dynamic instabilify2]. Nucleation of MTs occurs

primarily at microtubuleorganizing centers (MTOC), which are usually composed of

a pair of cylindrical centrioles surround:
tubulin, a tubulin isoform, in a large complex with other proteins that functions as a
nucleating seed14]. MT filaments have a defined polarity with a very dynamic plus

end, wibeliniseexfpose, and a st abl dubulnisiexmsess nd, whe
that is typically bound to the MTOQ15]. The spatiotemoral dynamics of

microtubules is regulated by microtubule associated proteins (MAPS) which includes
molecular motors like kinesin and dynein and plus tip proteins, which can bind to

growing MTs plus ends (EB1, CLiP70) or to growing and shrinking MTs glends

(Dam1, Kar9)[16] as shown in figure 1.3. End bind proteins, like EB1 or EB3,

bound to GFP can be used to quantify microtubule growth speeds using fluorescence
microscopy{17] and evaluate the effect that disruption of actin networks has on MT

growth as shown in Chapter 3 of this thesis.

10



+TIP that tracks only Growing MT GTP Shrinking MT
3 growing MT plus ends
(e.g. EB1, CLIP-170)

+TIP that tracks growing
3 and shrinking MT plus
ends (e.g. Dam1, Kar9)

8 GTP-tubulin
8 GDP-tubulin

In vitro, some +TIPs can
bind to growing but not
shrinking MT minus ends

Figure 1.3. Microtubule dynamics and plus tip proteins.Microtubules are highly
dynamic structures that undergo events of catastrajpipéd (depolymerization) and
rescue. Plus tip proteins can bind to the polymerizing end of the microtubule and help

stabilize it and sustain growth. Image taken fij@@]. Image used with permission.

1.6 The BCR and B cell signaling activation

Antigen detectiorby B cellsrelies on the immunoglobuliike recepors at their

surface. The basic structure of the B cell recept@hown in Figure 1a} It consists

of a light chain bound through disulfide bonds to the heavy chain, which in turn-is non
covalently bound to two tr ands megnbb,r acnoen tsaiignni
immune tyrosine activation motifs (ITAM). There are five different heavy chain

structures that lead to five different classes of antibodies, IgA, IgD, IgE, IgG and IgM

[3]. Mature naive B cells express IgG and IgM on their surface. BCR crosslinking by

antigen is requiredor activation[18] and initiates a signaling cascade as shown in

Figure 14b. At the membrane, antigen crosslinking induces the clustering of BCR

which become signaling amplification subunats signalosomesThese clusters are

11



typically associated with cholesterol and glycolipich membrane regions, liquid

orderedipid domainsor lipid rafts where the BCR ITAMs can be phosphorylated by

the Srefamily kinase Lyn[19, 20] ITAM phosphorylation allows binding of Syk

kinase to the 1 gU/ b, which activaaeds its t
it phosphorylates and activates phospholip
(Btk), adaptor proteins like BLNKral Grb2 and the coreceptor CD19 among other

molecules that are recruited to BCR clus{@s 22] Following signal propagation

inhibitory phosphatases like SH®ntaining tyrosine (SHP) and phosphatidylinositol

5 phosphatases (SHIP) become activi28d24] The negative regulation of signaling

cn also involve membrane surface receptor s
colligation of BCR wactvationrof thgphbsphatase 8HIP | ead t
which leads to the removal of lipdraftoc ki ng sites for Pl Co 2,
inhibiting their activation. CD22 contains immune receptor tyrosiased inhibitory

motifs (ITIMs) within its cytoplasmic tails and can recruit the tyrosine phosphatase

SHP1 to microclusters and inhibit BCR signal[@§].

12
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Figure 1.4.BCR structure, activation and signaling propagation.a) B cell receptor
structure consisting of a light chain (highlighted in yellow) and a heavy chain
(highlighted in red) nowovalently baind to transmembrane subunits containing
ITAM signaling motifs. b) BCR signaling activation cascade induced by antigen
engagement. Panel a taken frfshand panel b taken and adapted frj@m]. Images

used with permission.

1.6.1 BCR configuration before and after activation

Two primarymodels describe the configuration of the resting BCR as either dispersed
monomers[18, 19] or in an oligomeric configuration where nanoclusters o860
molecules are tightly packed and surrounded by actin f¢26E29]. In the oligomeric
configuration BCR remain in an adtiohibited configuration within the clusters
(Figure 15a). The crosslinking of BCR with antigen increases the spacing between
these molecules and exposes their ITAM regions for phosphorylation by tyrosine

kinases[30], thusinducing a signaling cascade. The activation of BCR signaling

13



induces actin remodeling, which increafesspacing between other BCR molecules,
exposing their ITAMs and amplifying the signal. In the monomeric configuration, the
crosslinking of BCR with antigen allows a more stable platform for kinases associated
with lipid rafts (Figure 15b) to phosphorylate tireITAM regions. Ths signaling
cascade induces actin remodelmigich allows more BCR t@ggregatecoalesce and

form microclusters. A study using direct stochastic optical reconstruction microscopy
(dSTORM) found that BCR of the IgM (Figurest) and thdgG class reside in highly
heterogeneous clusters that vary in size and nuf@BgrThis evidence supports both
models and is likely that both configurations and processes occur in j¥tlita both

cases, actin remodeling is key for signaling amplification.
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Figure 1.5. Nanoscale organization of BCR in resting and activated cells)
Dissociation activation model whereCR resides in an auwiahibited oligomeric
configuration and antigen binding leads to increased space between BCRs exposing the
ITAM. b) BCR crosslinking through antigen on the APC surface perturbs local lipid
environment causing lipid raft coalescence bridging kinase Lyn to the ITAM. c)

IgM BCR nanoscale configuration in resting and activated B cells obtained from super
resolution imaging. Panel a was taken fr[88], Panel b was adaputdrom [33] and

panel ¢ was adapted froj@8]. Images used with permission.
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1.6.2 Actin cytoskeleton modulates BCR signaling

BCR activation induces actin remodeling that serves different purposes at different time
and length scales. On resting cells the actin cortex lieen found to control the
activation of BCR and its interaction with coreceptors like CD19 by defining barriers
that limit receptor mobility26, 27] Cortical actinregulates the spatial distribution of
memebrane receptors via teerinradixinrmoesin (ERM) family proteing/hich link

the cytoskeleton to the plasma membr§w. Thus alteration of cortical actin can
induce BCR signaling6, 35] BCR antigenic stimulation induces actin remodeling
tha leads tosegregation of proteirat the plasma membran&ctin polymerization is
necessary for microcluster growth and coalescg86¢ 37] which leads to signal
amplification. This effect is likelynediated irough Arp2/3 nucleation of branched
actin networks[38]. B cell spreading onto the AP@Iso depends on actin
polymerization. During spreading-actin accumulates at the leading edge as shown in
Figure 16a and actin polymerization focidocalize with BCR microclusters inducing
signal amplification[39, 40] Centripetal movement of BCR clusters is driven by actin
retrograde flow[41] and supported/accompanied by transport along microtubules by
Dynein through association with the ubiquitin ligase Cbl and adaptor proteins Grb2 and
Dok-3 [42]. The accumulatin of BCR clusters at the center of the contact zone (also
known as central cluster formation) together with the contraction of the cell (see figure

1.6b) leads to signal downregulatift®, 39, 43]
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Figure 1.6. Actin mediated spreading and contraction modulates signalinga)
Instant structured lllumination Microscopy (iISINB4] images of activated EGFP
Actin A20 cells fixed on supported lipid bilayers at 3 minutes after activation
(Spreading phase) and b) 6 minutes after activation (contraction)p8eake bar is 5

eEm.

The actin cytoskeleton has a large number of regylatod adaptor proteins thiaave

the abilityto modulate BCR signaling. The actimnding factorcofilin seves actin
filaments. BCR activation induces the dephosphorylatiorobfin which allows it to

bind actin[45]. The severing of actin by cofilin promotesnodeing of theactin cortex

and allows BCR clustering and interaction with signaling coreceptors. Furthermore,
cofilin activation by Tolllike receptor stimulation sensitgd cells and enhanse
signaling by reducing the spatial confinement of B[2R]. I n contrast
positive regulation of signaling, the actin adapter molecule Awstiding protein 1
(Abpl) assists BCR signal attenuatiby promoting central cluster formation and

recruitment of inhibitory signaling moleculgs7].
17



The proteinsof the WAS (Wiskat Aldrich Syndrone) family are well known actin
regulators that promote Arp2/3 filament nucleatjd8] and arevery relevar in the
adaptive immune response. WAS patients exhibit immune deficiency and high
incidence of autoimmune diseases and lymphoid caf@ejt<During B cell spreading
activated WASP cdocalizes with BCR microclusters and at the leading edge of the
cell [37, 49] promoting actin polymerization associated with signaling erdraeat
However, WASPdeficient B cells display reduced BCR internalization, which is a
fundamental step in signal attenuation, thus suggesting that WASP can cortribute
BCR signaling bothby positive and negative feedba¢k0]. N-WASP is a close
homolog of WASP with a more evident role in signaling downregulation. B cells from
B-cell-specific NWASP knockout mice display delayed contraction and impaired

formation of central cluster and BCR internalizatjbQ].

1.6.3 Lateral mobility of receptors: consequences and modulators

BCR signaling depends on the formation and maintenance of microclusters by
aggregation of BCR moleculeadichanges in lipid composition of the membrérs

are likely to modulate BCR mobilitverall BCR diffusivity is decreaseuh activated

B cells compared with ustimulated B cells and single BCR molecules are more likely
to reduce their diffusivity when they encounter a BCR clyStgr Signaling-activation
induced reduction in BCR diffusivity was confirmed using a photoactivatatilgen

to precisely control the timing of B cell activati¢d2]. Cortical actin restricts the
18



mobility of BCR on resting cells as shown in Figure 1.7d.dunculin treatment,
which inhibits actin polymerization, on tstimulated B cells leads to an increase in
diffusivity of BCR that is accompanied by signaling reminiscent of activsish Pre
treatment of ligands for tollke receptors(TLR) sensitize BCR signaling, thus
requiringlower levelsantigen to activate B cell46]. Treatmentvith TLR ligandsalso

leads tancreased®BCR diffusivity, which is linked to the remodeling of actin by cofilin.

The reduction inBCR lateral mobility can also be due to interactions with other
molecules during activatiofsee Figure 1.7c)The BCR andhe kinase Lyn become
spatiallycorrelated after antigen stimulation and this correlation is accompanied by a
reduction in diffusivity of both moleculdS3]. Interestingly, the signaling e@ceptor
CD19 displays an overall slower diffusivity than BORyich is not affected upon
disruption of the actin cortar resting B cell§35]. In contrast wth the slower mobility

of CD19 the inhibitory cer ecept or s CD22 and FcoRI I B di sy
than that of BCRn activated cell§54, 55] CD22 is organized in nanoclusters and
Inhibition of BCR signaling by CD22 is linked to its high mobilityhich allows a
single BCR to interact with multiple BCRS4]. Once CD22 comes into contact with
BCR the phephorylation of its immunoreceptor tyrosibased inhibitory motif by

Lyn provides a docking site for the phosphatase -3H®6]. The mobility of the
receptor- ¢ o Ri$ dls® associated with its inhibitory functi@imutation in its trans
membrane domain reduces its diffusivity and is associated with the autoimmune

disease lupufbs].
19



All the studies mentioned above report overall changes of diffusivities under different
conditions. Given the heterogeneity in th@noscaleconfigurations of BCR and its
complex interactions with ececeptors and signaling moleculés likely that BCRs
reside in different signaling states, with distinct diffusive properties during activation.
Thus, a different approach that accounts for such diversity is nedéadede second
chapter of this thesisntroduce thaiseof a machindearning algorithm to classify the
trajectories of single BCR molecules into different diffusive states. Constitutive loss or
acute inhibition of the Arp2/3 regulator-WASP, which is associated with enhanced
signaling, inceased the proportion of BCR trajectories with lower diffusivity.
Furthermore, loss of NVASP reduced the diffusivity of CD19, a stimulatory- co
receptor, but [5d]cCorrett fregulatiomdhe |&tecabntobilityBf BCR

and cereceptors is thus of great importance for proper immune responses.
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Figure 1.7. BCR mobility is modulated by actin cytoskeleton and by activation

state.a) Snapshots of twoolor TIRF imaging (Green-B&ctin, Red IgM ER) showing

the reduction in mobility of a BCR asitentersanactihch r egi on. Scal e b
b) Cartoon depicting how BCR mobility and interaction withreceptor CD19 is

restricted by actin. c) After activation the BCR interacts withezeptorsand signaling

molecules, which leads to a loss in mobility. Panel a was taker3&jnPanels tand

c were taken fronjb8]. Images used with permission.

1.7 Big things start small: The TCR and T cell activation
The cellmediated response of the adaptive immune system requires efficient

recognition of atigenic peptide for T cell activation. T cells sense the surface of
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antigen presenting cells (APC) using small and dynamic protrusaiesi microvilli

(Figure 1.&) [59]. Peptide fragments are presented by the majaodospatibility

complex (MHC 1 or Il) receptor at the surface of ARBD]. T cells recognize antigen
through the T cell receptor (TCR) , whi ch
polypeptide chain with a large extracellular part folded into twikklgdomainsi one

variable and one consta¥. The variable region corresponds to the antigieding

site and its variability across T cells confers the adaptive immune system the capability

of detecting a wide range odovaenybbundgt@ ns. Th

CD3U3, ab3dnil3easn di mers forming the TCR mol e

The CD3 invariant chains contain ITAMs in their cytoplasmic region that are
phosphorylated by lymphocyspecific tyrosine kinase (Lck) upon TG@RHC binding

[61] as shown irFigure 1.& , c . | TAM phosphoryl athaimn al | ow
associated protein of 70 KD (Zap70), a cyagmic tyrosine kinase, and posterior
phosphorylation of ZP70 by Lck [62]. ZAP70 in turn, phosphorylates bgine
residues in the cytosolic tail of the adaptor protein LAT (linker of activated T cells) and
SH2 domaircontaining leukocyte protein of 76 KD (Si#5). LAT phosphorylation
critically depends on actin polymerization by the formins mDial and mB&3The
assembly of SLF6 and other microcluster assated proteins (seedure 1.&) leads

to the recruitment and activation of phospholipase C (P&t the membrane. Once
activated PLCol cleaves PIP2 into diacylglycerol and inositol triphosphate (IP3),

which ultimately stimulates C& release, a hallmark of T cell activati and a
22



requirement for the initiation of gene transcriptif@#]. At different steps of the
signaling cascade, actin remodeling and polymerization is induced, and is
indispensable for the immune synapse formation, maturation and signaling regulation

(see Figre 1.8c).
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Figure 1.8. TCR structure, activation and signal propagation. a) Dynamic
microvilli allow T cells to scan the surface of APCs, their fractal distribution permits
consistent coverage across scales. Once microvilli engage with pleiiteiMHC
(PMHC) they become stabilized. b) Schematic showin@ CR-pMHC structureand
binding c) Signaling cascade origimag from the binding of TCR to antigenic peptide.
Panel as from [59], panel bis from [65] and panel ¢s from [64]. Images used with

permission.

1.7 1 I mmune synapse formation: A macromol ec
The formation of the immune synap8S) starts with transient intercellular contacts

between the T cell and the APC followed by the recognition and binding of surface
expressed TCR with peptide fragments from pathogens bound to major
histocompatibility complexes (pMHC) on the APC plasmambrane. This leads to

the spreading of the T cell over the APC surface and further engagement through
adhesion receptors, particularly timteractionbetween LFAL (leukocyte function

associated antigen 1) and ICAM(intercellular adhesion molectdg [66, 67]

The TCR residein nanoclusters of 360 nanometerm the resting cell68, 69] starts

to coalesce upon activaticend the newly formed microclusters are driven towards the
center 6 the IS by actin retrograde flo\w0, 71] Centrigetal movement of TCR
microclusters leads to signaling attenuation as it disassociates from key adaptor

moleculeq72, 73] As the cell spreads, actin is typically depleted at the center of the
24



contact zone. This actin depletion has a critical role iit lgtanule secretion by

cytotoxic T cells and secretion of cytokines by helper T ¢éis74 76].

Due to the twedimensional nature of the contact region between T cell and APC, the
immune synapse is particularly suited for studieplanar substratestimulatoryant-

CD3 coated glass and supported lipid bilayefagilitating the use ohigh resolution
fluorescence microscopyhe following IS description is based on studies of T cells
interacting with stimulatory planar subggs. The accumulation of actin at the
periphery of the IS and the accumulatiorsgnalingmicroclusters at the center give
rise to a bullbds eye pattern that mani f es
receptors with their underlying cytoskeletal asignaling proteind71, 77, 78]as
shown in Figure 1&. At the centelies the central supramolecular activation cluster
(cSMAC), whichconcentratethe TCR and signaling eeeceptors such as CD28. The
next region is the peripheral SMAC (pSMAC) with integrins and sarcorike@cto
myosin structures. Lastlythe distal SMAC (dSMAC), which contains large
ectodomain proteins, like CD4&nd is characterized by a lamellipodial actin

meshwork.

The actin cytoskeleton across the IS concentric regions is regulated by different
regulatory proteins leading to the formation of actetworks with distinct
morphologies. At the distal region (dSMAC), the actin ring is formed almost entirely

by a branched actin meshwork nucleated by the Arp2/3 complex (see Figure 1.9b). The
25



assembly of this network drives the spreading of the T celfl theeactivating surface

and is similar to the lamellipodium in crawling cells. The formation of this branched
actin network occurs primarily by the recruitment and activation of the actin nucleation
promoting factor (NPF) WAVEZ2, which promotes branchedthawcleation by Arp2/3
adjacent to the plasma membrane, driving cell spreading and actin retrograd®flow
81]. This dense Arp2/3 nucleated network is largely disassembled at the
dSMAC/pSMAC boundary, where the predominant actin structuresumleated by
formins of the Dia family. The peripheral region is rich in linear actin filaments
generated mainly by the formin Dial. Bipolar ammscle myosin IIA filaments
associate with these actin cables and organize them into a concentric s{it@fure
which functions as a contractile actomyosin network (Figure 1.9c). The actin arcs in
the pSMAC region also contribute to the centripetal motion of TCR microclusters by a
sweeping mechanisnmi70] and then disappear as they reach the central region
(cSMAC). Actin structures at the cSMAC consist of actin foci embedded within both
linear and branched filaments, but the overall actin densitygldyhreduced in this
region. The role of these actin structures has been studied in cytotoxic T cells and
natural killer cells, where thessemblyelps regulate the release of lytic gran(iss

83]. Actin polymerization foci may also be found in the distal and peripheral regions
[78]. These actin foci are assembled through WASRliated promotion of Arp2/3
nucleation and help amfyl signaling activation[84]. Interestingly, actin dynamics
vary in these different regions of tH&, with actin retrograde flow being fastest (~ 0.1

em/ s) at the distal region, slowing down
26



finally, a complete loss of directed movement of actin features at the &hté5]

(see Figure 1.9e, f).
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Figure 1.9. Two-dimensiond architecture of the immune synapsea) The three
concentric regions that characterize the IS format@$MAC, pSMAC and cSMAC
b) Schematic showing the differetyipes ofactin networks at the T cell IS. ¢) TIRF

SIM images of Jurkat T cells fixed andasted with phalloidin to show the different
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actin structures: foci, arcs and branched actin meshwaykl IRFSIM image of a
Jurkat T cell showing the overlap of actin and myosin 2A filaments at the peripheral
region of the cell. eleft panel: TIRF imag®f actin and myosin organization in a
Jurkat T cell. Right panekymographillustrating actin retrograde flowsrresponding

to the white dashed line on the Ipé&nelf) Distribution of Factin velocity magnitudes
across the IS radiur central body (B), lamellar (LM) and lamellipodial (LP)
regions. Panels &, c and dareadapted fron{78]. Panels e anddreadapted from

[85]. Images used with permission.

1.7.2 Centrosome repositioning at the 1S: a coordinated effort

Along with thesegregation of signaling and adaptor proteins at the immune synapse,
the repositioning of the microtubutgganizing center (MTOC) towards the APC are
hallmarks of T cell activation and required for sustained signaling. MTOC (or
centrosomejranslocation typically occurs within 3 to 6 minutes of TCR activation.
The repositioning of the centrosome facilitates the directed delivery of lytic granules
of CTLs towards target cells (Figure 1.10a), the recycling of TCR and LAT through
vesicle deliery and the secretion of signaling molecules like interle@k{iiL-2)[75,

86i 89].

Proper and timely translocation of the MTOC requires proper signaling propagation
[86, 90] and reciprocal localization of the moldar motors dynein and myosjal].

TCR activation and posterior phosphoryl ati
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yielding two second messengers (fhe soluble headgroup) addhcylglycerol(DAG)

the lipid remnant, leads to DAG accumulation at the IS. The localized accumulation of

DAG inducesthe ordered recruitment of protein kinase C (PKC) which in turn drives

the recruitment of dynein and redistribution of myosin (see Figure 1.10b). These
molecular motors coordinate efforts with dynein pulling the centrosome towards the IS

and myosin pushing from behind[91]. Centrosome repd®ning has also been
described as a biphasic process. The firs
polarization of the centrosome towards the
docking phase, with this transiStf7/BlJon occur
Interestingly, MTOC reorienteon is independent of Arp2/3 mediated actin nucleation

but requires the actin nucleating formins Dial and fordmke1 (FMNL1) [92, 93]
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Figure 1.10.Centrosome translocation during IS formation.a) Sequence of events
that lead to centrosome repositioning and granule secretion for cytotoxic T

lymphocytes (CTLs). b) Schematics of the different stepslvad in MTOC
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reorientation. Panel a is frof89] and panel b is fron{88]. Images used with

permission.

1.7.3Cytoskeletal crosstalk during the T cell immune synapse formation

The actin and microtubule cytoskeleton are essefaiah large number of cellular
processes. These cytoskeletal systems have been extensively studied in a variety of
cellular contexts and it has become increasingly evident that their functional dynamic
properties are often intertwined. Many proteins con@mains that allow direct
binding to these filaments, or to regulators, thus mediating many of the interactions
between actin and microtubules. Several of the ways in which actin and microtubules
interact are described in Figure 1.1&.aGrowing microtbules can be captured and
guided along actin bundles through the interaction of antarotubule crosslinkers

and microtubule end binding proteirj84]. Microtubules can be anchored and
stabilized at the actin cortex through protein complexes, as is the case for the dynein
dynactin complex which plays a role in centrosome repositioning at the immune
synapse[86]. Actin can also act as a physical barrier for microtubule growth
Disruption of the actin cortex with high doses of the actin polymerization inhibitor
LatrunculinA leads to microtubule bundling and long microtubule filaments
protruding outside the cell95]. Furthermore, interactions between microtubule
associated proteins and actin regulators can lead to coordination between the two
systems. For example, a protein complex of the plus TIP protein CLI&id@he

formin mDial promotes actin polymerization from microtubplles ends[96].
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actomyosin cytoskeleton. Panelg gaken fron97]. Panel f taken fronB8]. Images

used with permission.
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Actin and microtubules share regulators of their dynamics. Rho GTPases are proteins
that regulate the dynamics of these cytoskeletal systemggtintheir interactions with

actin and microtubule associated proteins. Additionally, microtubules can contribute to
regulation of actin dynamics by their influence on Rho activity. At the T cell immune
synapse the microtubule density and dynamics is highéhe center and decreases
towards the periphery where actin and myosin dynamics and concentration are higher.
Thus MT-mediated suppression of RhoA activation regulafestially the traction

forces generated by T cel(see Figure 1.11 f)98]. During the immune Syapse
formation the centripetal motion of TCR microclusters is produced by actin retrograde
flow and actomyosin contractile arcs and is aided by TCR directly associated dynein

motors walking along microtubule filamen#), 99]

In the third chapter of this thesis dim to elucidate the interactions between
microtubules and actiat the immune synapshroughhighresolution fluorescence
microcopy of Jurkat T cellsusing microscopy techniques described in Appendix A

In particular, linvestigate the role of Arp2/3 and formin generated actin structures on
MT growth and dynamicsl find that formin inhibition leads to a decrease in
microtubule gowth rates and that this effect is enhanced by integrin engagement.
Interestingly Arp2/3 inhibition leads to a small increase in MT growth rates suggesting
that actin networks nucleated by Arp2/3 act as a physical barrier that slows MT growth.
| alsofind that microtubulefilamentsare more highly deformed armtynamic in the

peripheral actomyosin rich region of the esllbstrate contact compared to the central
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actindepleted zone. Inhibition of formin and Arp2/3 as well as ROCK kinase resulted
in decreasg deformations of MT filaments suggesting that actin dynamics and

actomyosin contractility play an important role in defining MT shapes

33



Chapter 2: WASP family proteins regulate the mobility of the

B cell receptor during signaling activation

The contents ahischapter have been published in the journal Nature Communications
[57]. | was the main person involved in experimental design, sample preparation, data
collection, image processing and data analysis, and writing of the manuscript.

2.1 Introduction

B cells are an important component of the adaptive immune system. B cells sense
antigen using specialized receptors known as B cell receptors (BCRs) that trigger
signaling cascades and actin remodeling upon binding antigen on the surface of antigen
presenting cells (AP(X0, 58, 100] Signaling activation results spreading of the B

cell on the APC surface leading to the formation of a contact zone known as the
immunological synapsgl01]. Antigen crosslinking aggregates BCRs in lipid rafts,
enabling lipid raftresident Src kinase to phosphorylate their immunoreceptor tyrosine
based activation motifs (ITWs) [19, 43, 102] Signaling BCRs assemble into
microclusters, which grow via movement of BCRs and their incorporation into these
microclusterd40, 103] BCR clustering is dependent on the probability of receptor
receptor interactions at the plasma membfatg and is in part dictated by the lateral
mobility of receptors. Thus, elucidating the medbars that regulate BCR movement

in the cell membrane is critical for understanding BCR signaling.
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The cortical actin networi cells is known to formuxtamembrane compartments that
can transiently confine the lateral movement of membrane proféiw 106],
including BCRs in B cell$107]. Treanor et g107] shoved that in ustimulated B
cells, inhibition of actin polymerization leads an increase in lateral diffusivity of
BCR and is accompanied by signaling that is reminiscent of activation. The transient
dephosphorylation of ezrin and actin depolymerization induced by-&@Ben
interaction results in the detachment of the cdrtacain from the plasma membrane
concurrent with a transient increase in the lateral movement of surface [BQ3}s
Activation of Tolkike receptors sensitizes BCR signaling, by increasing BCR
diffusivity through the remodeling of actin by cofilin, an actin binding protein that
disassembles actin filamenggl6]. The submembrane actin cytoskeleton also
modulates the concentration of inhibitory@xeptorg54, 55]in the vicinity of BCR

microclusters, thereby ensuring the rapid inhibition of activated BCRs.

A consensus picture that emerges from thassies is that in resting B cells, the actin
network serves as a structural barrier for BCRs, regulating their mobility by steric
interactions.Beyond this structural role, considerable evidence points to a role for
dynamic actin inregulating BCR signali and activationOur previous work has
shown thatmhibition of actin polymerization by low concentrations of Latrunculin A
following antigen stimulation inhibits the growth of BCR microclust¢B6],
suggesting that actin dynamics plays a direct role in modulating BCR mobility.

Furthermore, actin regulatory proteins are known to regulate signaling and have been
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implicated in the control of microcluster formatiiskott Aldrich Syndrome protein
(WASP) andNeuratWASP (NWASP)are scaffold proteins which are activated
downstream of BCR activation. They link receptor signaling to actin dynamics through
the activation of th&rp2/3 complex to promote the growth of branchedhawt¢tworks

[109i 111] Liu et al. [50] found that NWASP plays an important role in the
deactivation or attenuation of BCR signaling. B cells frofWISP conditional
knockout mice exhibit delayed cell contraction andtainedsignalingcompared to
control cellsHowever, these studies have largely focuse@dhanges in the dynamics

of cell spreading and BCR microcluster movement and coalescence on a glebal cell
wide scale.Whether and how actin dynamics directly modellabnoscaleBCR
diffusion and signalingnd the role of actin regulatory proteins in this process remain

open questiosn[31].

Here, we used single molecule and sugsplution imaging to investigate the diffusive
properties of the BCR, its stimulatory-ceceptor, CD19, and its inhibitory-ceceptor
FooRIIB [112, 113] It is important to note that thdiffusivities observed here are not
entirely thermally driven (see Appendix B for more detail). obtain a better
understanding of the diffusive properties of these receptors, we used a statistical
algorithm to classify single molecule trajectories istates with distinct diffusivities

and correlate these with potential signaling statés.used small molecule inhibitors

of actin nucleators and regulators as well as B cells from WASP and conditional N

WASP knockout mic#o investigate how altered actitynamics manifest differences
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in BCR signaling and diffusivityWWe foundthat BCR and CD19 molecules had an
overall lower diffusivitywhen actin dynamics were inhibited or WASP family proteins
were inhibited or deletedrhis reduction in diffusivity was duto a change in the
proportion of receptors with low mobility. However,dR11B receptors did not show
a difference in diffusivity or state distributiampon inhibition of actin nucleators,
suggestinghat the effect ofctin dynamicon BCR and CD19 moliy is not global

for all membrane proteins during B cell activati@e found that inibition of WASP
family proteinsalso reduces actin flows, suggesting that the effect of WiaBH#y
proteins or downstream effectooss BCR mobility is actin mediate®ur findings
reveal a role for actindynamics in modulating nanoscalereceptor diffusion,
highlighting the importance of the dynamic actin network in regulating receptor

mobility and signaling.

2.2 B cell receptor motion spans a wide range of diffusivity

Primary murine B cells were allowed to spread on a supported lipid bilayer coated with
monocbi ot i nyl at ed F adpecifid anttbgdyn é@nbFab) that indiceR
BCR. We used Interference Reflection Microscopy (IRM) to visualize the spreading
and contaction of B cells o supported lipid bilayers (Figuzla, top panels), and

total internal reflection fluorescence (TIRF) microscopy to analyze the clustering of
BCR and coalescence of BCR clusters during cell contraction (Fig. 1a, bottom panels).
B cell receptor diffusivity was extracted from single molecule imaging of BCR

trajectories obtained by TIRF imaging (Erg@ 2.1b-d). We verified that B cells
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underwent signaling activation in our experimental conditions by labeling with
phosphotyrosine as well muantifying the intensity increase of BCR clustéue to
coalescence~{gure2.9- Supplementary materiplTo label the BCR, Alexa Fluor (AF)
546 | abeled mbFab was added to the i maging
so that only single moleculeseve detecteflL14]. Cells were imaged from the moment
they contacted the bilayer and titagse movies (1000 frames at 33 Hz) were recorded.
Figure2.1c shows a representatiframe of single BCR molecules in TIRF and the cell
outline obtained from an interference reflection microscopy (IRM) image taken
immediately after the tim@apse movie. Single molecules detected in each frame were
localized with high precision (~20 nm) ahdked frame by frame to generate tracks
[115]. Only single molecules identified within the IRM based cell contour are taken
into consideration. A representative compilation of the tracks obtained from a single
cell during a 1@minute period is shown in Figu&ld. The tracks are color coded for
shot-time diffusivity, calculated using the covariadoased estimation method
developed by Vestergaard et [dl16]. The covariancdased estimator (CVE) is
unbiased and does not need a regjogsanalysis to estimate diffusion coefficients.
Therefore, this method is ideal for obtaining diffusion coefficients from short single
particle trajectories. The cumulative distribution of diffusion coefficients measured
across the population of trackbow variation in diffusivity over several orders of
magnitude. These results indicate that BCR exhibit a wide spectrum of diffusivities,
which may be indicative of their signaling properties and their biochemical state.

Moreover, we found that there wataeger proportion of BCR with higher mobility in
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the first minute compared to later time points (Figu&le), which is consistent with

the onset of signalings2]. This is reflected in the comparison of the diffusivity
distributions measured at the indicated time points which shows that the diffusivity at
minute 1 was significantly higher thaat subsequent time points (Figu2ef). In
contrast, B cells in gdact with transferritethered bilayers (neactivating control)
exhibited an overall higher BCR diffusivity throughout the imaging period and did not

show a progressive reduatiover time (Figur.10ai Supplementarynateria)
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Figure 2.1. Single patticle tracking reveals wide range of BCR mobility a) Panel
showing primary murine B cell spreading with IRM (above) and BCR clustering (TIRF,
bel ow) . S ¢ a | bg Exfermmental scheraticgimdicating activated murine
primary B cells, placed on supgied lipid bilayers coated with mo+imotinylated
fragments of antibody (mbFab). Cells are imaged in TIRF mode and the concentration

of AF546 labeled mbFab is kept low enough to image single molecule eeggnts.
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Representative TIRF image with the brightsdeepresenting single BCR molecules.
The cell contour is obtained from an IRM image taken after TIRF imaging. Scale bar
i s 1d) Thecollection of tracks obtained for a control cell during arlQute
period. The tracks are colopded for diffusivity.Sc al e b ae)Cumalatve € m.
distribution function for the diffusivities measured at 1, 3, 5, 7 and 9 minutes after
activation for BCR in B cells from control micg.Boxplot showing BCR diffusivities

at the indicated time points where the mean isethwith red diamonds (N = 15 cells).
Significance of differences was tested using the Krugkallis test(*** p < 0.001; min

1 vs min 3, P =0.0008; min 1 vs mind= 0.000038; min 3 vs min,$=0.1767; min

5vs min 7p=0.8614).

2.3 Perturbation-Expectation Maximization analysis identifies distinct diffusive
states for BCR

In order to obtain a better understanding of the diffusive properties of BCR, we
employed a systems level classification algorithm, Perturb&igrectation
Maximization (pEM), which uses machine learning to extract the set of distinct
diffusive states that best describes a diffusivity distribufidty, 118] The premis
underlying pEM is that various biochemical interactions of a protein lead to a finite
number of distinct diffusive behaviors (diffusive states). pEM then determines the
number of diffusive states in an unsupervised, statisticalfyect fashion using ¢
Bayesian Information Criterion (see Methagkctionfor a more detailed rationale).

Here, we used pEM2, which is a pEM version capable of accounting both for non
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normal diffusive modes and for the high heterogeneity of the cell membrane
environment bysplitting the trajectories into shorter segments and then identifying
transitions between different diffusive states from one segment to the next. All the
single molecule trajectories obtained were split into 15 frame segments and the
classification analys was performed on the set of all of thesefréinelong tracks.

pPEM analysis of all BCR trajectories from B cells identified 8 distinct states, revealing
a far greater complexity of diffusive behavior than is apparent from approaches that
average over hlkracks or that impose two diffusive states of$]. A number of
representative trajectories assigned to each of these states are shayuner22a in

a 1.5 qdwindow5 & m

In control cells, all the 8 states displayed simple diffusion, as the ensemble mean square
displacement (eMSD) plot of each statas linear (Figur@.2b). The mean diffusivity

for all time points considered for daof these 8 states is shown in Fig@rzc. For all

states, the representative mean diffusivity was preserved over time. For each time point,
we also calculated the fraction of tracks assigned to each #tatpopulation fraction
(Figure 2.2d). The poplation fraction of the fastest moving state, state 8, rapidly
decreases within the first few minutes and then stabilizes. This corresponds to the
decrease in diffusivity for the higher mobility fraction as seen in the cumulative
distribution function in kjure2.1e. The population fraction corresponding to most of

the other states fluctuate over time but do not show a clear trend. To validate that these

low mobility states resulted from BCR activation, we performed pEM analysis of single
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molecule BCR trajetories for cells on transferriethered bilayers. In B cells
interacting with lipid bilayers through the transferrin receptor, there was a near
complete loss of BCR trajectories in the lowest mobility states (States 1 and 2), while
the population fracties of the fast mobility states (State8)swere higher than those

in B cells interacting with lipid bilayers tbugh the BCR (Figure2.10b, c i

Supplementary material

In order to quantify the spatial distribution of the trajectories, the first positieach
nonredundant trajectory (for each distinct particle) was used to compute the spatial
pair correlation function as a function of distangé), between the localized spots
(Figure 2.2e) [119]. g(r) measures the normalized probability of finding a second
localized fluorophore (initial point of a trajectory) at a given distancétom an
average localized fluorophore. For the resulting curves, a value of 1 indicates that the
receptors that occupy a given state are randomly organized, whereas values > 1 denote
a higher probability of finding receptors in a given state at shagemnges, indicative

of clustering. The range over whichg(r) >1 denotes the scale of clustering. To
calculate the pair correlation functions from our data, we combined the trajectories
belonging to pairs of states that are closest in diffusivity (¢aje$1 and 2; States 3

and 4 and so on). We see from Figli2e that the lowest mobility states, States 1 and

2, displayg(r) that is significantly larger than 1 for small values p$uggesting that
these trajectories are significantly more denselgtel@d compared to those of the

other states. States 3 and 4 show a very small degree of clustering, while the other
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higher mobility states display a largely homogeneous distribution. Of note, the slowest

diffusive states, States 1 and 2, appear to bertee that correspond to BCR in clusters.

Figure 2.2. Perturbation Expectation Maximization analysis identifies eight
distinct diffusive states for BCR in control cells a) Characteristic tracks belonging

to each of the BCR diffusive states identifieddiyM. Diffusivity increases from state
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displacement (eMSD) plots for each of the states. Colors corresponding to different
states are as shown in the legend. The same color sehersed for all subsequent
figures. (N = 15 cells). ¢) Plot showing the mean diffusivity for the trajectories
belonging to each state at every time point. Error bars represent the standard error of
the mean. d) Plots showing the fraction of BCR tracksdhasorted in each state at
every time point. Error bars represent a confidence interval of 95% on the population

fraction calculation. e) Plot of pair correlation as a function of distance for all states.

2.4 Actin nucleating proteins regulate BCR mobility

In order to investigate how BCR diffusivity is modulated by adyinamics we studied

the effect osmall molecule inhibition of the two dominant aetincleating pathways

on BCR diffusivity in activate® cells Addition of CK 6 6 6 (, &dnallandécule
inhibitor of the Arp2/3 complex resulted in a decrease in the mobilityrédee BCRs

as conpared to untreated cells (Figug3a) We next investigated the effect of
inhibiting formin, anactin nucleatig protein that polymerizes bundled actin, on BCR
mobility. B cells treated wi taBohadiBBER f or mi n
with lower mobility as ompared to untreated cells (Fig28a). The reduction in
overall BCR diffusivity caused by formin hibition was similar to that caused by
Arp2/3 inhibition. pEM analysis was performed on the set of BCR tracks from cells
treated with these inhibitors. Plots of the population fraction over time of BCRs in B
cells treated with CK668howed thathe low molility states,States 2 and 3, contribute

to over 60% of all trajectories, compared to 409 MSO-treatedcontrol cells (Figure
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2.3b, ). The distribution of population fractions for cells treated with SMIFH2 showed
a dightly different behavior (Figur@.3c, f), wherein onlyState 2 displayed an overall
increase (35% of all trajectories) relative to +imrated controls (20% of all
trajectories).The growth of branched actin networks by Arp2/3 requires its activation
by the WASP family proteins. We nextkasl how inhibition of these actin regulators
affects BCR diffusion by treatment with wiskotatin, eibitor of WASP family
regulators. We found that application of wiskostatid (1 ¢ rMesulted in a decrease in
BCR diffusivity (Figure2.3d) and anncrea® in the population fragon of BCRs in
States 1 and 2 (Figu23e, 1. Overall, we found that inhibition of actimucleating
proteins, Arp2/3 and formin, as well as upstream regulators reduced BCR diffusivity,
along with an increase in the populationcfran of the slow diffusive states as
compared to DMS@reated control cells.These results collectively implicate actin
dynamics in maintaining the heterogeneity of BCR mobility and nanoscale

organization.
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Figure 2.3. Inhibition of actin nucleation decreases BCR diffusivity. a)Plots of

BCR diffusivity distributions for cells treated with CK666 (inhibition of Arp2/3
complex) or SMIFH2 (inhibition of formins).p(< 0.001, KruskaWallis test for
comparison between DMSO and CK666, or DMSO and SMIFHR)Population
fraction over time for cells treated with CK66G§.Population fraction over time for

cells treated with SMIFH2d) BCR diffusivity distributionfor cells treated with
wiskostatin (Wisko) compared to DMSO contr(p.< 0.01, KruskalWallis testfor
comparison between DMSO and Wisl&)Population fraction over time for cells
treated with wiskostatin. Error bars in b, ¢ and e represent a confidence interval of 95%
on the population fraction calculatiof). Overall distribution of population fracins

for cells treated with wiskostatin, CK666 and SMIFH2 (Number of cells: DMSO, N =

14; Wisko, N = 11; CK666, N = 10; SMIFH2, N = 16).
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2.5WASP family proteins modulate B cell receptor diffusivity

B cells, like all immune cells, express the hematopesgecific Arp 2/3 regulator,
WASP as well as ubiquitous-WASP. These two proteins have high homology and
share many overlapping functionat NWASP and WASP have distinct effects on B
cell spreadig, BCR signaling and microcluster formatif&®]. Therefore, to test how
WASP family regulators affect nanoscale BCR diffusion, we utilBezklli specific
conditional NWASP KO mce (cNKO) and WASP KO mice (WKOWe used the
same single molecule imaging strategy to obtain tracks of single BCR over time as
shown for cNKO cells in Figurd.4a. The different track colors correspond to tracks
with different diffusivity and show a prepderance of tracks with lower diffusivity
(blue) as compared to BCR tracks in control cells. However, the decrease in diffusivity
for the high mobility tracks in the first few minutes that was observed for control cells

is not evident for ER molecules itNKO cells (Figure2.4b).

To determine whether the differences in BCR diffusivities between control and cNKO
cells are related to the known differences in BCR signaling in these two conditions, we
used pEM analysis to assign BCR trajectories to difeustates in cNKO B cells. The
data containing the trajectories of BCR from control and cNKO cells was analyzed
together and 8 different states were identified, as for the control case. Plots of the
population fraction of BCR in cNKO cells as a functiortiafe are shown in Figure

24c. The fraction of BCR in each state shows little change over time, and the eMSD
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of every state displays simple diffusion in cQK cells (Figure 2.11 Supplementary
materia). Figure2.4d shows the pair correlation functiorofd of all states in cNKO

cells. Similar to control cells, States 1 and 2 display clustering, States 3 and 4 show a
somewhat nofmomogeneous distribution, while the higher mobility states have a

homogenous distribution.

Given that the diffusivity remainksrgely unchanged for times beyond 5 minutes in
both types of cells, we compared the cumulative distribution of diffusion coefficients
measured for times between 5 and 10 minutes for control and cNKO cells. We found
that BCR in cNKO cells display much slewdiffusivity than control cells (Figure
24e). This is also evident from the trajectories, which show a greater occurrence of
tracks with lower diffusivity lue colorcoded tracks, in Figurg.4a, compared to
Figure2.1d). We found that, similar to caot B cells, the lower mobility states, States

1-3 are the most dominant states in cNKO cells. We next compared the population
fractions (pooled across time) of the occupied states for control and cNKO cells. We
found significant differences (see Tab®l i Supplementary materjalin the
population fractions between control and cNKO cells, with a significantly larger
proportion of trajectories occupying the lowest mobility std&ates 13) in cNKO

cells (Figure2 A4f).

We next examined how WASP reg@atnanoscale BCR mobility, by single molecule
imaging of BCR in B cells from WKO mic®tobtain BCR trajectories (Figure 2&2

i Supplementary materjalWe found that WASP deletion results in a reduction of
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BCR diffusivity as shown ypthe CDF of diffusiviies (Figure2.4e). pEM analysis of
BCR single molecule tracks in WKO B cells again led to the identification of 8 distinct
states similar to control and cNKO cells, with the population fraction of each state not
changing significantlyover time (Figure 22b i Supplementary materjal Pair
correlation analysis of tracks again showed States 1 and 2 as being tledustestd
(Figure 2.12 i Supplementary materjal However, pEM analysis revealed
gualitatively significant differences in the diffusive stadtesveen WKO and cNKO B
cells.We found that WKO B cells had similar population fractions of States 1 and 2 as
control B cells, unlike cNKO B cells (Fige 2.4f). This indicates that WASP and-N
WASP have differential effects on the mobility and putatigmaiing states of BCR.
Taken together, the predominance of lowest mobility states of BCRs in activated B
cells and the increase in these lowest mobility states in cNKO B cells which have been
shown to have higher levels of BCR signaling than control B,cle consistent with

a model in which the lower diffusivity of BCR corresponds to its signaling, clustering

and activation state.

In addition to identifying diffusive states, pElnalysis can also determine the
transitions between these states along individugédi@ries (Figure 2.18 b i
Supplementary materjalWe thus selected longer tracks (>30 frames) and identified
the state(s) to which the stitacks had been assignedlajuantified the frequency of
transitions from a given state to d@ifent states (Figure 248 i Supplementary

materia). We found that BCRs tend to remain in their current states or switch to an
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adjacent one. BCR molecules in the three slowest diffissates were the most stable

in both control and cNKO cells, showing the least transition probability to other states.

These observations suggest that fast diffusive particles will be more likely to encounter

a cluster and be incorporated into it, ther&lysitioning into the neighboring slower

state. BCRs in cNKO cells showed an overall trend to transition towards slow diffusive

states, especially towards States 2 anBigufe 2.18 1 Supplementary materjalln

addition, particles in fast diffusive $ts were less stable and transitioned into slower

states more frequently in cNKO than in control cells. This result is consistent with the

higher population fraction of BCR in slow diffusive states in cNKO cells.
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Figure 2.4. NWASP knockout leads to prelominance of BCR molecules in lower

mobility diffusive states a) Collection of tracks obtained from pEM analysis of BCR
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molecules in a cNKO cell during a t0inute periodThe tracks are colecoded for

di ffusivity. 19 Canulativebdsstiutian sunctlon ferndiffusivities
measured at 1, 3 and 5 minutes after BCR stimulation in B cells from cNKOajice.
Plots of population fractions of eight distinct diffusive states as a function of time for
BCR in cNKO cells. Error bars represent a coafice interval of 95% on the
population fraction calculation. The colors corresponding to the different states are as
shown in Figure 2bd) Pair correlation function plots of the trajectories in different
diffusive states for cNKO cellg) The distributio of diffusivities from the 8.0 minute

time period after activation, for BCR in control, WKO and cNKO cells. The
distributions for control are significantly different from WKO and cNKO cells (control
cells N = 15, WKO cells N = 21 cellp < 0.001 and cNK cells N = 17p < 0.0001
KruskalWallis test).f) Comparative population fractions for BCR in different states
over the entire time period in control, WKO and cNKO cells. Significance levels for

the differences are in Tabkl.

2.6 N-WASP modulates thediffusivity of the stimulatory co-receptor CD19 in
activated cells

To better understand the nature of the BCR diffusive states that were enhanced in
cNKO activated cells, we next investigated how the diffusivity of CD19, a stimulatory
coreceptorf120], is affected by the lack of MVASP. CD19 is recruited to the BCR
upon antigen binding, which enhances BCR activation. A previous study using super

resolution imagng found that in resting B cells, CD19 resides in nanoclusters separated
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from IgM BCR nanoclusters, while in activated B cells, CD19 and BCR nanoclusters
are colocalized26, 27] Thus, single molecule studies of CD19 have the potential to
reveal additional insight into signaling BCR states. We used instant Structured
lllumination Microscopy (iSIM)[44] which enables supeesolution imaging with a
lateral resolution of 145 nm and an axial resolution of 350 nm to simewitesly image
CD19 and BCRs. Consistent with previous reports, CD19 and BCR microclusters co
localized to within our resolution limit of 14060 nm in activated B cells (Figueba,

b, Figure 2.141 Supplementary materjalFurthermore, these microclustemoved
together towards the center of the contact zdfigu(e 2.14bi Supplementary
materia). To identify the diffusive states in which CD19 resides, we performed single
molecule imaging of CD19 using AF594 labeled #@i119 antibody at low labeling
concentrations and with the same methods as for single molecule imaging of BCR. By
analyzing a collection of CD19 tracks in a control cell during thenirtfute imaging
period (Figure2.5c), we found that the diffusivity of CD19 is lower than that of the
BCR, given the abundance of short tracks (blue) and fewer lomgekst (yellow)
(compared to Figur2.1d). pEM analysis of CD19 tracks again resulted in eight distinct
states with mean diffugities preserved over time (FiguBebd). The pair correlation
analsis of CD19 molecules in both control and cNKO cells show higher correlations
of States 1 through 4 at shorter distances than the other states, indicatclestéred
configuration (Figure .5e, f). As observed for BCRs, trajectories from States 12and

of CD19 show the highest degree afisteringat short distances, while the faster

moving states show a more homogeneous distribution.
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Interestingly, the cumulative distribution plots of the diffusivities showed that CD19
diffusion in cNKO cells is gnificantly lower than in control cells (Figuz5g). The
diffusivities of the eight states found for CD19 were very similar to those found for
BCR, allowing us to compare the population fractions of these sttigsdn these two
receptors (Figur@.5h). States 1, 2, 4 and 8 are more predominant for CD19 while
States 3, 6 and 7 are more populated for BCR in control cells. The population fraction
of the lowest mobility states (States 1 and 2) for CD19 show a significant increase in
cNKO cellscompared toa@ntrol cells (Figure.5i), as observed for BCR. These results
suggest that NVASP knockougffects the diffusivity of BCRs and CD19 in a similar
way, slowing down their overall mobility and likely maintaining their interactions
inside signaling clusteraVe next examined the roles of different actin nucleating
factors and regulatory proteins on CD19 diffusivity using inhibitors. All the actin
nucleation inhibitors used caused a reduction in overall CD19 diffusivity as compared
to vehicle control Figure 214c i Supplementary materjal For all cases, the
population fraction of States 1, 3 and 6 showed a significant incremged 2.14d
Supplementary materjalThese data suggest that BCR and CD19 in States 1 and 2 are

likely to be in a signaling state.
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Figure 2.5. N-WASP expression modulates CD19 diffusivitya) Instant SIM images

of activated B cell, showing that AF546 labeled BCR (red) and AF488 labeled CD19
(green) reside in clusters that colocali@evithin the ~150 nm resolution limit. Scale
bar i $)Inkensiymrofiles for BCR (red) and CD19 (green) fluorescence along
the yellow lines as drawn in a3) Compilation of CD19 tracks over a-t@inute period

in an activated control B cell. Scae b a r d) P#ot showiagrthe mean diffusivity

of each of the eight diffusive states obtained from pEM analysis as a function of time.

The colors corresponding to the different states are as shown in Figure 2B. Error bars
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represent the standard arod the meane, f) Pair correlation function plot for all states
for control and NWASP-KO cells respectivelyg) Cumulative Probability distribution

of diffusivities showing that mobility of CD19 in cNKO cells is significantly lower
than in control cedl (control cells N = 10, cNKO cells N = 11, P = 0.0013 Kruskal
Wallis test).h, i) Comparison of population fractions of BCR and CD19 in different

states for control and cNKO cells respectively.

2.7N-WASP KO has a limited effect on FoRIIB diffusivity

To determine whether actimediated modulation of mobility is specific to BCRs and
its stimulatory cereceptor CD19 or reflects a more general change in the diffusive
properties of the membrane environment due to changes in the cortical actin network,
we nex tested whether the mobility of $®11B, an inhibitory cereceptor of the BCR,

is similarly affected by the lack of-MVASP. The FoRIIB receptor is a transmembrane
receptor that is expressed in B cells and is known to inhibit BCR signaling by the
recruitment of phosphatases such as SHIP @@bain containing inositol
pol yphosphat e[l83]@andBGRoctugrimg122], sveeh it is colligated

with the BCR by antibodwntigen immune complexes. dJRIIB is known to exhibit
relatively high diffusivity in quiescent B cells and its mobility is altered by mutations
associated with autoimmunesdase$55]. In the absence of colligation, the mobility

of FoORIIB has the potential to yield important insight into the generic diffusion

properties of transmembrane receptors.
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We studied the diffusivity of BRIIB in activated B cells using the same methods used
for the other receptors. FiguPesa shows a compilation of 5RIIB tracks in a control

cell over a 1@minute period. Our analyses showed that in contrast to the significant
slowdown of BCR diffusivity in cNKO cells, BRIIB diffusivity is minimally affected

as shown by the cumulative disution plot of the diffusivities (Figur@.6b). pEM
analysis of the sets of all single molecule trajectories showed 7 statestabithmean
diffusivities (Figure2.6¢). Pair correlation analysis of trackecbRtB molecules for

all states in control and cNKO cells are shown in Figuéel and e respectively. As
with the other receptors studied so far, States 1 and 2 display signs of clustering, States
3 and 5 also display clustering but to a lesser degree, whid¢hal states display a
more homogeneous distribution. Moreover, inhibition of actin nucleators (Arp2/3 and
formins) or WASP family proteins did not result in altered®¢B mobility as shown

by the CDFs (Figure 2.55c 1 Supplementary materjahor chage the population
fraction of BCR trajectories in different diffusive stategy(re 2.15d Supplementary
materia). As FORIIB mobility does not undergo the drastic changes observed in BCR
and CD19 mobility in the absence ofWASP or inhibitors of actimucleation, this
result suggests thatWASP mediated regulation of receptor mobility is specific to the

BCR.
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Figure 2.6. FcoRIIB mobility is mildly affected by the lack of N-WASP. a) A set of

single molecule tracks of BRIIB from an activated B celbver a 16minute period.
Scal e b drCumutativddistribbation plots for diffusivity of BRIIB molecules

in control and cNKO cells (control cells N = 12, cNKO cells N = £t2pEM analysis

of single FORIIB molecule trajectories uncovered 7 stat®lot shows the mean
diffusivity of each state at every time point. Error bars represent the standard error of
the meand, e)Pair correlation function plot for all states in control and cNKO states
respectivelyf) Comparison of the population fractia different diffusive statesf

FooRIIB in control and cNKO cells.

2.8 WASP-family proteins regulate actin dynamics during B cell signaling

activation
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To test whether the changes in BCR mobility and nanoscale organization induced by
inhibition of actinregulators are associated with altemas$ in actin dynamics, we used
primary B cells from LifeacEGFP transgenic mice activated on supported lipid
bilayers. We imaged these cells using iSIM to obtain high spatial resolution images
amenable to quantitatvanalysis for determining actin flows and compare these in the
presence and absence of different inhibitors of actin nucleation and upstream
regulators. In primary B cells, the actin network is organized into highly dynamic foci
(indicated by blue arrowsand a thin lamellipodial region at the cell periphery
(indicated by yellow arrows) in both untreated amdkostatin treated cells (Figure
2.79. We used Spatiotemporal Image Correlation Spectroscopy (STK2S) to
estimate the speed andalitionality of actin flows (Figur@.7b). We extracted the
information from the actin flow velocity vector maps and generated heat maps showing
the magnitude of actin speeds and the direction of flow relative to the center of the cell.
The magnitude of actin flow speed did not display anyesyatic spatial dependence

in either wiskostatirtreated or untreated cells (Figu2&/c). However, wiskostatin
treated cells displayed a significant reductim actin flow speed (Figur@.7d),
suggesting that upstream regulators of Arp2/3 are requiregefeerating a dynamic

actin network.

To determine the directionality of actin flow vectors, the directional coherence was
defined as the cosine of the angle relative to a vector pointing to the centroid of the cell.

Thus, flows towards the cell centeave value 1 and flows away from the center have
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value -1 with all other angles spanning intermediate values within this range. The
spatial maps of directional coherence values revealed that actin flows were not spatially
correlated over large regions otthellsubstrate interface for cells either treated with
wiskostatin or untreated (Figut7e). We next determined whether the directional
coherence measure evolved over time and whether this evolution differed between
control and wiskostatitreated ceB. Probability distribution functions of the
directional coherence values over the entire contact zone showed that during the early
stage of activation (8 min), actin flows were predominantly directed either inwards

or outwards (relative to the cell cemtd) with no significant difference between control
andwiskostatintreated cells (Figur2.7f). However, during the late stage of activation
(5-10 min), wiskostatirstreated cells displayed greater inward actin flows towards the

center of the cell andds outward flowgompared to control cells (Figueerg).

In order to more directly examine the effect of the actin nucleation inhibitors Arp2/3
and Formin, we used iSIM imaging to visualize the actin dynamics in cells treated with
CK666 and SMIFH2 (Figue 2.1&1 Supplementary materjalThe actin organization

and dynamics appear to be qualitatively different in cells treated with inhibitors with
the presence of more linear buntllee structures in CK666 treated cells and the
apparent loss of these gsttures in SMIFH2 treated cellsFiure 2.1@& i
Supplementary materjalUsing STICS analysis to quantify actin flows in these cells,

we found that actin flow speeds show a significant decrease in both CK666 and
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SMIFH2 treated cells as show in the comparied the CDF of actin speeds with

respect to DMSO controF{gure 2.16i Supplementary material
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Figure 2.7. Effect of actin regulators on actin dynamics in activated B cellsa) iSIM

images of activated Lifea@GFP B cells at consecutive time poifastwo conditions:
DMSO carriercontrol andwiskostatin ( 1 0 condentration). The initial time
corresponds to 5 min after spreading initiation. The blue arrows in the images indicate
the emergence of actin foci and the yellow arrows point to spreading and contraction
of the lamellipodial region of the cells. Scale b s a hESTIZS (SpatieTemporal

Image Correlation Spectroscopy) vector map showing actin flows represented by
velocity vectors indicating flow direction and color coded for flow speed. In the
zoomed region, the velocity vectors show the flow dioecand flow speed. The vector
map is overlaid on top of a grayscale image of Lifd&GFP.c) Pseudocolor map of

actin flow speeds corresponding to 2 minutes after cell spreading for representative
DMSO control and wiskostatin treated cetl3.Cumulativedistribution of actin flow
speeds for DMSO control cells (blue, N = 11 cells) and cells treated with wiskostatin
(red, N = 12 cells)(p = 0.00074, KruskalWallis test). e) Directional coherence maps
indicating the flow directions, which ranged from imaig1l) to outward {1). f, Q)
Probability distribution function plots showing directional coherence values of actin
flow in cells during the early stage of activatipror cells in the late stage of activation

g), with subplots highlighting the flow fraon defined as inward flow (see methods).
During early stagdraction of inward flow is 0.143 for DMSO and 0.1425 for Wisko
treated cellgp = 0.5188- not significant),during late stage the fraction of inward flow

is 0.113 for DMSO and 0.1518 for Wiskeated cellgp < 0.001).
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2.9Discussion

Here, we used single molecule and sugsolution imaging and a novel machine
learning based analysis method called perturbation Expectation Maximization (pEM)
to obtain a better understanding of the diffusiveperties of BCR during activation.
These methods allow us to classify single molecule trajectories into states with distinct
diffusivities and correlate BCR diffusivity states with its potential signaling states. We
found that activation resulted in a retion of BCR mobility with a larger fraction of
BCRs in low mobility diffusive states, suggesting that signaling BCRs have low
diffusivity. Using pair correlation analysis to quantify the degree of clustering exhibited
by BCRs and relate them to their lbozobility, we found that BCRs in states with low
diffusivities display a greater degree of clustering. Inhibition of actin nucleating
proteins using small molecules reduced both BCR diffusivity and actin flows,
suggesting that the reduced BCR mobilitgesin mediated. Consistently, using B cells
from conditional NWASP knockout mice (cNKO) and from WASP knockout mice
(WKO), we found that loss of WASP and\WASP, upstream activators of actin
dynamics, also resulted in overall lower BCR diffusivity comgacecontrol cells. In
order to further relate BCR signaling and diffusivity, we took advantage of the fact that
B cells from cNKO micg50] have been shown to display enhancedhaigg. We
found an increase in the fraction of low mobility states in cNKO B cells. We further
found that the stimulatory emceptor, CD19, also showed similar reduction of
mobility and enhancement of low mobility states in cNKO B cells, suggestinththat

low diffusivity states correspond to signaling states. In contrast, the inhibitery co
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receptor, FoRIIB [112, 113] did not show a difference in diffusivity or distribution
across mobility states between control and cNKO IB ceuggesting that the effect of
N-WASP on BCR and CD19 mobility is not global for all membrane proteins during
B cell activation. Our studies further showed that bot#tWHNSP knockout and
inhibition of the Arp2/3 complex, which nucleates branched aetiwarks, resulted in

an overall reduction of BCR diffusivity, suggesting that the effect &WASP on
nanoscale BCR mobility is likely mediated through activation of Arp2égliated actin
nucleation. Overall, our study reveals the link between BCR diffuaral signaling

and suggests that actin dynamics, mediated by WASP family proteins, regulate BCR
signaling by modulating the diffusivity of BCR and itsi@xeptors and their nanoscale

organization during activation.

We also found that inhibition of forin resulted in reduced BCR mobility, but with
somewhat different effects on the diffusive states as compared to the effects of Arp2/3
inhibition. The effect of SMIFH2 could arise due to direct reductions of linear actin
structures produced by formin or lalterations of the branched actin networks
produced by the cooperation of Arp2/3 and Diaphanous formins. Studies have shown
that formation of branched filaments by Arp2/3 requires an existing actin filament and
a nucleatiorpromoting factor to start polyenizing actin[7]. The formin mDial, can
generate mother filaments that set the basis for the formation of the actin meshwork
that underlies the formation of different types of cell protrusions. Such cooperative

interactions have been observed between the formin mDial and Arp2tBefor
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generation of lamellipodia and ruffles on HeLa cEl#4] and the formation of proper
actin architecture at the fusion site during invasive podosome formatiouitiliés
[125]. Furthermore, T cells from mDiainockout mice cannot form lamellipodia or
ruffles, ard exhibit defective cell motility126]. In summary, our studies suggest that
optimal BCR signaling requires homeost&izdance between actin networks generated

by multiple nucleating proteins.

Extending previous studies showing thatWMASP knockout is associated with
enhanced signalingp0], ourobservations suggest that low mobility BCR trajectories
are associated with signaling states. Using both pair correlation and pEM analysis, we
showed that the low diffusivity of BCRs on the surface of cNKO B cells is accompanied
by a lower diffusivity ofits stimulatory cereceptor CD19, again strengthening our
hypothesis that signaling states of BCRs correlate with those that display decreased
mobility. Stone et al. showed that the spatial positions of the BCR and Lyn, a signaling
kinase, become correlatafter antigen stimulation, and this correlation is accompanied
by a reduction in diffusivity of both molecul@s3]. Using a photoactivatable antigen,
Wang et al[52] measured the diffusivity of BCR on the same set of cells before and
after activation andfound a decrease in BCR diffusivity following antigenic
stimulation. During activation, conformational changes of IT-adhtaining receptors,
changes in local lipid environment and interactions with other proteins may alter the
mobility of membrane recep®[127]. For instance, stimulation of mast cells through

Fc(RI receptor crosslinking, induces the clustering ofRicand a concomitant
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reduction of its diffusivity that depends on the average number oftogsep the
cluster[128]. The clustering of R&RI receptor is accompanied by the redistribution of
the signaling prteins Lyn kinase and Syk kinase into clusfg29]. Thus, our findings

are broadly consistent with prior studies that link receptor diffusivity and clustering

with their signaling state.

A well-accepted model of the regulation of BCR diffusion by the actin cytoskeleton in
resting B cells posits that the actin network imposes diffusional barriers on BCR and
other receptors and signaling protej8s, 108] Activation leads to the dissolution of
these barriers either by severing of actin filame$] or removal of
cytokeletal/membrane anchof$08], thereby enhancing BCR diffusion, leading to
further activation. However, previous models have not considered an active role for
actin dynamics in signal regulation. Based on our observations, we suggest that in
contrast to prior models, the role of the actin cytoskeleton in BCR signaling goes
beyond providag a mechanical barrier for receptor diffusion. Specifically, we propose
thatnore qui | i br i um, rapidly changing actin
adjacent to the membrane, thus changing the reaction environment of receptors and
signaling molecles, and modulating the reaction rates in the pmémnbrane regions

of the cytoplasnfil30]. Actin regulatory proteins modulate the level of remuilibrium

actin dynamics and thereby alter receptor mobility and their signaling states.
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According to our new model, we propose todowing dynamics of early BCR
signaling. At rest, BCRs are confined within membrane compartments defined by the
actin cytoskeleton (Figur2.8a). Early BCR signaling leads to the loss of these barriers,
as well & increased actin dynamics (Fig@8b). Our imaging studies have revealed
that B cell actin dynamics is not characterized by spatially coherent directional flows.
Rather, actin dynamics are highly complex, with sharp changes in speed and
directionality, both spatially and temporally. This dynesnmay also be associated
with the formation of norequilibrium actin structures such as asters and8dci131]

This active stirring, combined with the release of BCRs from diffusion traps, may drive
receptors into clusters and facilitagzeptor interactions with activating kina$as).

At later stages, further increases in actin dynamics and increased outward actin flows
could decrease reaction rates between BCRsetivating kinases or increase reaction
rates between BCRs and inhibitory-@xeptors, making signaling states more
unstable, facilitating den-regulation of signaling (Figur2.8c top). Inhibition or loss

of upstream regulators of actin nucleation hssin a eduction of actin dynamics
(Figure 2.8c bottom). This may decrease agtiwediated mixing of BCRs in the
membrane, likely enabling BCR to enter and remain in signaling states (clusters)
leading to enhanced signaling and preponderance of low tydtdies (or conversely

increased interactions with phosphatases leading to signaling inhibition).

Based on our observations, we suggest that actin dynamics in the cell may be used to

fine-tune the levels of signaling activation. Modulation of the stmecand dynamics
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of actin networks, by changing the expression levels or spatial distribution of actin
regulatory proteins, may provide the cell with a powerful way to regulate signaling over
rapid timescales. These properties are likely to be a gereatalré of cells in the
immune system whose function depends on rapid response to external stimuli, and

illustrate general principles of immune receptor signaling.
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Figure 2.8. The actin cytoskeleton regulates B cell receptor mobility and signaling

in different stages.Representative cartoon showing receptor distributions on a section
of the B cell membranei) Resting B cell membrane: Actin networks restrict receptor
lateral movement and interactiol$ B cell membrane at the early signaling activatio
stage. Actin remodeling enhances receptor mobility allowing for interactions between
receptors, specifically BCR and CD19, enhancing signaling. Actin flows towards the
center and edge of the immune synapse in similar proporttpBscell membrane at

later activation stages. Top: Actin flows stir the cytoplasm at the membrane vicinity,
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increasing the mixing of receptors in the membrane and thereby allowing signal
inhibitory molecules to downegulate BCR signaling. Bottom:-WASP knockout
reduces actin yhamics and changes the balance of actin flow directionality at later
stages (BL0O min) of activation, leading to enhanced signaliiithe arrows
accompanying the dynamic actin are used to indicate the balance between inward and

outward actin flows at eadctivation stage and under each condition.

2.10 Methods

2.10.1 Mice and cell preparation

B-celli specific NWASP knockout (CD19®* N-WASPoFlox cNKO) mice and

control mice (CD19" N-WASP°¥FloY) were bred as previously describggR].

Transgenic LifeacEGFP mice are as described bef¢i82]. Mice selected for
experimentsvere between 2 to 4 months old with no gender preference. Naive primary

B cells were isolated from mouse spleens using a negative selection procedure as
described beforfl14]. After extraction, cells were ke
prewar med at 37 eC for 5 minutes before beir
involving animals have been approved by the University of Maryland Institution

Animal Care and Usage Conittee.

2.10.2Fluorescent antibodies and inhibitors
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For inhibition of formin and Arp2/3, cells were incubated with inhibitors for 5 minutes

at 37 eC before being added to the i magi n¢
same concentration used focutation. SMIFH2 (Sigm&ldrich) was used at a 25

eM concentration. Ar p-@6 &albtoohenp Wwasxised ab30i bi t or
e M. FWASHM i nhibition, wiskostatin B (EMD Bi
incubate the <cell s tbwtnylated flagment of artibody 7 e C.

( mb Fantelog) was gener afragndentf(Jackson Imnueo REsgaach, o )

West Grove PA) using a published protogbB3]. FoRIIB (CD32) antibody (BD

Biosciences) was conjugated with Alexa Fluor 546 using Molecular Probes Protein

labeling kits (Invitrogen) following manufacturer protocols. For lalgebh CD19 we

used the Alexa Fluor 594 anti mouse CD19 antibody (BioLegend).

2.10.3Sample preparation for single particle tracking

Glass slides were kept in Nanostrip (Cyantek) overnight and then rinsed witfOdd

and dried with filtered air. Supportéigid bilayers were prepared by incubating slides

with 10 &M -&ebbid/ lipp€oMmE solution for 10 minutes at room
temperature. The slides were rinsed with filtered PBS (1X) and then incubated for 10

mi nutes with 1 &g/ m3lidesweleuinsedagain with PBStande pt a v i
then incubated with unlabeled mehwmtinylated fragment of antibody (mbFab)
solution at 18 ¢ g/ mil5 (C®iBdependans medieevath 20c e d wi t
FBS) before imaging. 0.75 &dwasadded@o.a@® mg/ ml

el vol ume of media in the imaging chamber.
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As nonactivating controls, streptavidin coated lipid bilayers on coverslips were
incubated with biotinylated transferrin (1J
temperature. Slides wergised with PBS and then the PBS was replaced wit L

(COy independent media with 2% FBS) before imaging. Cells were added to
transferrincoated lipid bilayers and incubated for 5 minutes. For single particle
imaging0 . 75 ¢ | of 0. 05 md/arhl | AF 46 eldalbeol ead 250

media in the imaging chamber.

2.10.4Microscopy

For single molecule imaging of BCR we used an inverted microscope (Nikon TE2000
PFS) equipped with a 1.49NA 100 lens for TIRF imaging and an electron multiplying
charg coupled device (EMCCD) camera (iXon 897, Andor). In order to image single
molecules on the cell membrane for extended periods of time we add a low
concentration of the fluorescent antibody in solution as shown in Figure 1. Cells are
imaged from the momenhey reach the bilayer and tirflegpse movies (1000 frames
acquired at 33 Hz) representative of each minute are taken. Figure 1B shows a
representative frame where the cell outline is obtained from an IRM image taken after
the single molecule movie. Theotecules detected at each frame are localized with
high precision (~20 nm) and linked frame by frame to create tridd&] using a
MATLAB routine. Taking into account motion blur, pEM estimates localization

precision to range between 20 nm (slowest states) to 80 nm (fastest stati)g lohiag
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Lifeact EGFP expressing murine primary cells spreading on supported lipid bilayers
was performed using instant Structured lllumination Microscopy (i34/M), with a

60X 1.42 N.A. lens (Olympus), a 488 nm laser for excitation with 20@xpssure

times and a PCO Edge camera. Images obtained arproosssed with background
subtraction and deconvolution. The final lateral resolution for deconvolved images is
between 14450 nm. Spreading cells were imaged at 2 second intervals and spread
cells were imaged at 5 frames per second. The Richatdspnalgorithm is used for
deconvolution, and run for 10 iterations. The PSF used was simulated by a Gaussian
function but based on parameters obtained from measurement, i.e. the FWHM of the

PSF usd is the same as the FWHM measured.

2.10.5Data analysis

The traditional approach for determining diffusion coefficients is to fit the experimental
meansquare displacement (MSD) versus delay time to a linear function, yielding the
diffusion coefficientas the slope. However, Flyvbjerg et @l16] showed that this
method is inferior to approaches based on the covariance of particle displacements. We
find that on an ensemble level, thistimad yields diffusion coefficients that differ by

at most a factor of two from published stud[B&] (Figure 2.17i Supplementary
materia). For individual tracks, even covarianbased methods lead to diffusivities

that suffer from significant errors, becausfethe limited duration of tracks (due to
photobleaching), and because measured particle positions are themselves subject to

significant errors, both as a result of the limited number of photons from each
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fluorescent particle and because of the motionthiat inevitably occurs for a nexero
exposure time. In principle, it is possible to mitigate the noise inherent to individual
trajectories by averaging over multiple tracks. However, in the heterogeneous cellular
environment, the diffusive propertiesdifferent trajectories are likely to vary and are
unknown a priori. Thus, to employ ensemble averaging, it is necessary to sort
trajectories into supopulations that share diffusive properties. Freeman ¢46il.
sought to account for heterogeneity by employing astate Hidden Markov model

to separate trajectories into high diffusivity segments and low diffusivity segments.
However, the kboice of two diffusive states was imposed by fiat, rather than emerging

from the data.

Therefore, in order to obtain a better understanding of the diffusive properties of the
BCR, we have employed a newhtroduced methodology, Perturbati&xpectation
Maximization (pEM),which sorts a population of trajectories into discrete diffusive
states, simultaneously determining the optimal covariance values for each state.
PerturbatiorExpectation maximization version 2 (pEM v2) was used to classify single
molealle tracks derived from different recept¢id7]. To perform pEM analysis all
tracks must have the same length. Givem 38 Hz imaging rate, the optimal track
length was found to be 15 frames long due to the tradeoff between accurately
identifying diffusivities and minimizing the number of state transitions that the particle
may undergo over a single traject¢iyl8]. All single molecule trajectories t@ined

were split into 15 frame segments and the classification analysis was performed on the
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set of all these track segments. Trajectories larger than 105 frames or shorter than 15
frames were discarded. The tracking routine interrupts the creationrajeatdry
whenever two particles cross paths. To avoid an over counting ofnstwwng
molecules (which have lower probability of crossing paths with other molecules) we
discarded trajectories longer than 105 frames. The data was then separated according
to the receptor type and PEM v2 was run for all data sets usingi@@akzations,

150 perturbations, 14 covariance parameters and allowing the system to explore up to
15 states. This set of parameter values was chosen to ensure convergence tol the globa
maximum. For all conditions, the average track length was 40 frames and typically 100
tracks were obtained per cell per time point. The maximum posterior probability value
was used to assign a track uniquely to a particular statboas in Supplementsr

Figure 2.1& for BCR in control cells. For BCR, 186959 tracks corresponding to all
inhibitor treatments, DMSO control and cNKO cells were analyzed together. For
CD19, 35062 tracks corresponding to control and cNKO were pooled together and
analyzed,andofr FcoRI I B receptor, 24969 tracks
and conditions 8 diffusive states were identified. The states were compared across
different receptors based on a comparison of their diffusivity digtdns Eigure

2.18& 71 Supplemetary material.

STICS analysis of actin flows was implemented on iSIM images takersetdhd
intervals. Sukregions of & 8 pixels were selected with a shift of 2 pixels between sub

regions. Immobile filtering was set to 20 frames and the time of sit€f®©l) was
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chosen as 5 frames with a shift of 3 frames between TOls. Velocity flow vectors that
exceeded the sube gi on t hreshold were discarded, gi
observed in the decomposed maps of speeds and directions. To deterine th
directionality of the flow, the centroid of the cell was calculated and a vector from each
of the subregions pointing towards the centroid was obtained. The directional
coherence was then determined as the cosine of the angle between velocity vector and
the vector pointing to the centroid. Directionality plots were generated using the
MATLAB function histcounts and using probability density function (PDF) as
normalization type. In order to compare directionality between DMSO and wiskostatin
treated cellghe fraction of inward flow (values larger than 0.9) and the fraction of
outward flow (values less thaf.9) was determined. The comparison of fraction of
flow in either direction between the two conditions was tested usingtdst where

the null hypohesis is that both fractions are equal.

For receptor diffusivity studies 12 control and 9 cNKO mice were used. For actin

dynamics studies, 3 Lifea@GFP mice were used.

2.10.6Statistical analysis

The KruskalWallis test was used to assess the difference between the diffusivity
distributions corresponding to different conditions. We used this test for most
comparisons because is a frlarametric method for testing whether two data samples

originate from the sae distribution. The test was performed over smaller data subsets
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selected randomly and implemented using the kruskalwallis function in MATLAB. The
pair wisez-test was used to determine the difference in proportions of diffusive states
across different guditions.

2.11 Supplementary Materials
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Figure 2.9 B cells become activated in the single molecule imaging experiments.

a) iSIM images of fixed cells (fixed after 3 min of spreading initiation) activated under

the same conditions as the single molecule experiments. The red color corresponds to
AF546 BCR labeled microclusters while the green is AF488 labeled phosphorylated
tyrosine whi ch also accumul ated in clusters.
were tracked as they moved towards the center of the cell during the first 200 seconds

after the cell contacted the bilayer. Scal
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over time was quantified (N = 10 cells) and the Mdendall coefficient was

calculated to show the overall increase in intensity over time (MK > 0).
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Figure 2.10. Progressive reduction in BCR mobility is specific to BCR activation.

a) Boxplot showing BCHRdiffusivity for cells on a nofactivating transferrin coated
bilayer measured at 1, 3, 5, 7 and 9 minutes after adding cells. Red diamonds represent
the mean (data obtained from 16 cells)Pbpulation fractions over time for BCR in

cells on noractivatng substratec) Comparative population fractions for BCR in
distinct states over the entire time period that cells were imaged for cells on activating

(mbFab) and noiactivating (transferrin) conditions.
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Figure 2.11 eMSD for cNKO cells. Ensemble measquare displacement (eMSD)

plots for the 8 states identified for BCR in cNKO cells.
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Figure 2.12 Single molecule traking and pEM analysis of BCR in WASP
knockout B cells.a) Tracks of BCR molecules in a WKO cell during a 10 minute
period.The tracksare colorcoded for diffusivity.b) Plots of population fractions over
time for the diffusive states identified in WKO cells. Error bars represent a confidence
interval of 95% on the population fraction calculation. c) Plot of pair correlation as a

function of distance for all states.
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Figure 2.13. Transitions between diffusive states within single particle
trajectories. a) All single BCR molecule trajectories are split into 15 frame long sub
tracks. pEM analysis is performed over the set of 15 frangebomed tracks and then

the original trajectories are reconstructed to obtain information about the transitions of
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mol ecul es across different states. Scale b
transitions made from each state to itself and tothBrs in control cells. Numbers on
the xaxis indicate the state to which the transitions are being made. c) Plots showing

the fraction of transitions made from each state to itself and to all others in cNKO cells.
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Figure 2.14 CD19 colocalize with BCR during signaling activation and its
mobility is modulated by actin regulators.a) TIRF images of BCR (red) and CD19
(green) microclusters and the overlay of both channels. b) Kymograph generated along

the line indicated in a) showing the inward movetnathe microclusters and their
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superposition as they move.marks the center ahe cell ande the cell edgec)
Comparison of the cumulative distribution function of CD19 diffusivity in control cells
and cells treated with inhibitors of actin regulgtgeroteins (CK666, SMIFH2,
wiskostatin). d) Comparison of population fractions of CD19 diffusivity in control and

inhibitor treated cells.
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Figure 2.16.Inhibition of actin nucleators reduces actin dynamicsa) iSIM images

of activated LifeacEGFP B cells at consecutive timeipts for two conditions: Top:

Arp2/ 3 inhibitor CK666 (50 €M concentratior
arrows) ; Bott om: formin inhibitor SMIFH2 (
actin bundles (blue arrows). The initial time correspord$ tmin after spreading
initiation. Scale bar is 3 &m. b) Cumul ati
obtained from STICS analysis of 1 minute long movies (at 2 second intervals) for cells

treated with DMSO, CK666 and SMIFH2 (N=7 for each cadejin flow speed is

significantly different for cells treated with DMSO compared with CK666 and SMIFH2

(P < 0.0001 KS test).

83



0.08

——BCR-mbFab
——N|P-H12 - Tolar et al. 2009
0.06 }
Nﬂ"\
£
50.04 -
wn
s
0.02
O L L " )
0 0.05 0.1 0.15 0.2

Time (s)
Figure 2.17. Ensemble MSD comparisomnvith published data. Plot showing an
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Figure 2.18 Comparison of diffusive states across receptors and conditiona)

Beeswarnplots showing the maximum posterior probability used to assign a track to
a particular state for BCR in control cells. Each point represents a 15 frame long track.

b) Plots of diffusivity distributions for each state used to compare across conditions.
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Table 21. Statistical test for the comparison of population fractions using the Z test
between control, cNK@nd WKO. The percent change is obtained by comparing the

different conditions against control.

WT v/s| State 1 | State 2 | State 3 State 4 | State5 | State 6 | State 7 | State 8

cNKO
Percent | 153.14 | 70.61 8.46 75.61 -35.72 -31.60 -62.69 -46.99
change
p <0.001 | <0.001 | 0.01500 | 0.0324 | <0.001 | <0.001 | <0.001 | <0.001

WT vs| Statel | State2 | State 3 | State 4 | State 5 | State 6 | State 7 | State 8

WKO

Percent | -10.39 | 35.13 38.28 49.53 -5.23 -27.48 | -57.14 | -31.27

change

p 0.02 <0.001 | <0.001 | <0.001 | 0.96 <0.001 | <0.001 | <0.001

WKO State 1 | State 2 | State 3 State 4 | State5 | State 6 | State 7 | State 8

vis

cNKO

Percent | 182.52 | 26.25 21.56 17.44 32.16 -5.68 -12.93 | -22.87

change

p <0.001 | <0.001 | <0.001 | <0.001 |<0.001 | 0.003 <0.001 | <0.001
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Chapter 3: Actomyosin dynamics modulate microtubule

deformation and growth during T cell activation

| was the main person involved in experimental design, sample preparation, data
collection, image processing and data analysis, and writing of the manuscript.
3.1lIntroduction

T cells play a major role in the adaptive immune system. Upon stimulation of the T cell
receptors (TCR) byengagement ofintigens presented by antigeresenting ce#l
(APC), T cells spread over the APChe junction formed between the two cells is
known aghe immunological synapse (IS). This process is characterized by polarization
of the T cell and dramatic remodelinfjthe actin cytoskeleton with accumulation of
filamentous actin at the periphery of the @l contac{74, 76, 86] T cell polarization

is also accompanied yb reorganization of the microtubule cytoskeleton and
reorientation of the centrosontmwvards the contact zona process that occurs within
minutes of TCR stimulation. Centrosome reorientateuires the coordination of the
actin and microtubule cytosketbns, ands importantbothfor the release of cytolytic
granulesin cytotoxic T cellsand for the secretion of cytokinés T-helper cell§67,

74, 81]

The formation of the T cell IS has been extensively studied using antigen coated flat
substrates to mimic the ARQacilitating the use of fluorescence microscopy. A

remar kable feature of the I mmunol ogical sy
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the spatial reorganization of sevesafjinaling and associatqatoteins. This pattern
manifestsas three concentric rings ohembrae receptorswith their underlying
cytoskeletal and signaling proteifi34]. At the center lies the central supramolecular
activation cluster (cSMAC), which is depletgdactinand concentrates the TCR and
signaling cereceptorssuch asCD28. The next region is the peripheral SMAC
(PSMAC) with integrins andarcomeridike acb-myosin structures. Lastly the distal
SMAC (dSMAC), which contains large ectodomain proteins, like CD45 and is
characterized by a lamellipadiactinmeshwork These different regions appear to be
differentially regulated by actin regulatory proteins. TAg2/3 complex which
nucleats branched actin networks, is largely localizedthe dSMAGC while the
pSMAC is richin formin-mediated actin linear structurdsat associate with myosin
bipolar filaments to generate a contractile fing, 131, 135] Arp2/3 and formirhave
been found t@wompete for the available pbof actin monomers several cell types
[136, 137] In JurkatT cells inhibition of Arp2/3 leads to an increase of formin
mediated actirarcs or cableswhile inhibition of forminsabolishesactin arcs and
enhanceshe Arp2/3-generatedamelipodial actin meshworK70]. Thus,these actin

nucleating proteins mutually regulate each other.

While the role of actin at the IS has bestudiedextensivelythe role ofmicrotubule
dynamics dung IS formationhasbeen less well examined. Thecnotubule end

binding protein 1 (EB1) has been shown to interact directly with the CD3 ITAM. EB1

knockdown alters TCR dynamics and prevents propagation of TCR activation signal to
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LAT [138]. Dynein motors cdocalize with TCRs and@CR microclusters move along
MTs towards the center of the immune synapse in a dynein dependent f®&jner
Hui et al. found that the traction forcergerated by T cells is regulated by dynamic
MTs through suppression of RhoA activation, myosin bipolar filament assembly and
actin retrograde flo\j08]. MTs are also involved inemtrosomeeorientation towards

the activation surfacehich occurs within the first 5 minutes of cell activation and is
known to require the coordinatioaf myosin and dynein motor§/5, 86, 91].
Interestingly, formin issorequiredfor centrosome polarization in T ce]82, 93]and
IQGAPL (a protein with binding domains for actin and MTs) plays a major role in
centrosome repositioning B cells after signaling activatigtt39]. Both findingspoint

to an interesting connection between actin and microtubules and highlight the

importance of crosstalk between sbéwvo cytoskeletal systems.

Despite extensive researoh signaling events at the immune synapssv different
cytoskeletal componestcoordinate to establish the immune synapse upaell
activationis not well understood. In this work we aim to elucidate the interagtion
between microtubulesnd actimat the 1Swith high-resolution fluorescence microscopy
of Jurkat T cellsIn partialar, we investigate the role of Arp2/3 and formin generated
actin structures on MT growth and dynamics usaigemical perturbations. We
characterized MT dynamiggrowth rates and filament shapesjhe different regions

of the immune synaps@/e find trat MT growth is slower in the distal actirth region

and MT tip trajectories were less radial and more likely to change direction. Formin
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inhibition lead to a moderate decrease in MT growth rates. Integrin engagement did not
have any visible effects on Mgrowth dynamics. However, formin inhibition in cells
activated on VCAML1 coated wells caused a strong reduction in MT growth rates while
Arp2/3 inhibition lead to an increase in MT tip speeds. We also found itiattabules
filamentsare more highly deifrmed andnore dynamidn the peripheral actomyosin
rich region of the celsubstrate contact compared to the central afgpieted zone.
Inhibition of formin and Arp2/3 as well as ROCK kinase resulted in decreased
deformations and shape fluctuations of Mlamentssuggesting thaactin dynamics
andactomyosin contractility play an important role in defining MT shapes. Our results
indicate an importanmechanicakoupling between the actomyosin and microtubule
systems where different actin structuresuafice microtubule dynamics in distinct

ways.

3.2 Spatial distribution of cytoskeletal components in the immune synapse

The T cellimmune synapse characgcally formsthree concentric regions (cCSMAC,
pSMAC and dSMACwhich are distinguished kiyre accumulation distinctsets of
membrane proteinfTCR, coreceptors, integrins and phosphata&s) 78] Actin
dynamics and architectuhas also been shovio have spatial variations acrabgse
different regims of thdS. Actin retrograde flow decreases as it goes frorpdhnighery
towards the center of the cellfastest at the lamellipodium (distal regjcnormalized

radius >= 0.8 its speed decreases across the lan(@dlripheral regio®.3< radius <
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0.8) andthe actin structures at central regigadius<0.3)do not display directed

motion[85].

In order to characterize the distribution of cytoskeletahponentsit thecontact zone,
we allowedJurkatT cellsto spreadn anttCD3 coated coverslipand fixed them after
10 minutes after activation. The cells were stained ffactin (with rhodamine
phalloidin), non-musde myosin 2A (vith an antibody for the heavyhain of NM2A)
and tubulin with an antibody for bett&ubulin),andimaged using TIRF (Total Internal
Reflection Microscopy) as shown in Figusdla. For all cellsan IRM (interference
reflection microscopy) image was taken to identify the contact zomleeofell and
detect the cell contour and centrdiifty lines were drawn radially across the cell and
the intensity profile for each line was obtained for each of the cytoskeletal proteins.
Averaging the intensity profiles reveghatterns of intensity vations across the
contact zone for all three cytoskeletal elemeniguife 3.1b). Based on the mean
intensity profile ofthese proteinsye characterizitthe IS by three regions as shown in
Figure3.1c (@lsomarked by the dashed lineshigure1b), and roughly consistent with
earlier studie$85]. The central regionnormalized radius < 0.4argely depleted in
actin and myosin, the peripheral regifh4 < ralius < 0.8)enriched in myosin and
formin nucleated actin filamen{g0] and the distal regiofradius > 0.8)knriched in
branchedactin networks The mean intensity of-&ctin (Figure 1d),myosin {Figure

3.1e) and tubulinKigure 3.1f) are significantly differenacrosshese regions.
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Figure 3.1. Cytoskeletal proteins are differentially distributed across the immune
synapsea) Interference reflection microscopy (IRM) and representative TIRF images
of WT Jurkat T cells fixed 10 minutes after being activated on@GD8 coated glass
coverslips Cells were stained for filamentous actin (magenta), tubulin (red) ard non
muséemyosin 2A (green). Scale bar is 5
cytoskeletal proteins shown in a). The dashed lines aetteaegions with different
characteristics of these cytoskeletal proteins. N = 90 cells. ¢) Schematic showing the

three regions: the central region largely depleted in actin and myosin, the ripher
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region enriched in myosin and formin nucleated actin filaments and the distal region
enriched in Arp2/3 nucleated actin meshworks. Ma&an intensity ofF-actin at the
contact zone measured in fixed cells for the regions defined aerdral (black),
peripheral(blue) anddistal (red) regions e) Non-muscué myosin2A mean intensity
measuredn fixed cells forthe regions defined in.d) Mean intensity oftubulin
measuredn fixed cells for the same regions. Significance of differences was tested

usingthe KolmogorovSmirnofftestt*™*p < 0. 001) .

3.3Microtubule growth rates are differentially modulated across different regions
and by Arp2/3 and formin mediated actin architectures

Having defined specific regions at the e nextinvestigate whethermicrotubule
growth rates are affected by the presence of different actin strudtdeesansiently
transfected Jurkat T cells with EGIHB3, a microtubulglus-end binding protein, and
Td-TomataeF-tractin, which labels polymerized actin filamefig0] to correlate MT
growth and actin dynamics. The cells were activated orGiD8coatedcoverslips and
imagedwith TIRF microscopy 5 minutes after beiagtivated Figure3.2a).Cells were
imagedfor 5 minutes at two second intervalse\@bservedhat the EB3 comets slowed
down as they reached the aetianse lamellipodial regiofwhite arrow in the zoomed
region ofFigure 3.28). To quantify the growth rates of MTs we tracked EB3 comets
using the MATLABbased tracking routine-tdJack[141]. To correlate EB3 dynamics
with different IS regionsthe interframe displacements were assigned to a specific

region based on the coordinates of the final poséidhe second fram(&igure3.2b).
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We definel the instantaneous speed as the displacement between two consecutive
frames divided by the timaapsed (Zeconds). Wéundthat the instantaneous speed

of EB3aresimilar inthe central and peripheral regiqikggure 3.2c), but MT tips slow
down as they reacthe distal regiorwith significantly lowerinstantaneous speed
compared taentral and peripheréimedian speed . 0 5 3 in distal resgion0.082

€ m/inscentral regionp . 0 8 6 in periphesal region From the time lapsmovies

we additionallyobserved gualitativechange in the direction of tHeB3 tracks in the
distal region In order to quanfy the directionality persistence of growing MT tipge
defined thefinstantaneous angle differerc@-igure 3.2d) as the difference in angle
between two consecutive displaceméatsdefined from an arbitrary line of reference)
Figure 3.2e shows the cuatative probability of the instantaneous angle difference
measuredn each region. We found the distribution of angiesthe central and
peripheral regiongo be nearly identical However the distal region presented
significantly larger angles indicating that EB3 was more likely to change direction in

the extreme periphegf the cell leading to more curved tracks

In order toexamine howMT growthis affected by local actidynamics in each region,
we quantified the degree to whidWiT growthis radial. We definel the radial angle as

the difference between the angle formed during an-fréene displacement and the
angle formed by a line connecting the centroid of the cell with the initial position of

tha displacementFigure 3.2f) Smallangles correspond to largely radiaiter-frame
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displacemerst while larger angles correspond to fradial displacement$igure3.2g
shows the cumulative probability distribution of the radial angléhe three regions
The distal regiorshows the largest angles indicating that MT growth is least radial
this region. Wenextinvestigate whetherEB3 instantaneous speed depsshdn its
direction. We classified the instantaneous speedaaisab whenevelits radial andg
was lesghanor equal to 45° andnonradiabfor radial angles larger than 45°. We
found that the nomadial speesiweresignificantly highetthan the radial speedsthe
distal region(Figure 3.2h), while theadial and noradial speeds were similan
central and peripheral regiofBigure 3.&, bi Supplementary materjalThe lower
EB3 radial speedsbservedn the distal regiomay be the attributed to the opposing
force produced by the centripetal actin retrograde flow, wisibighestin this region

[85].

We next investigatedhow perturbing actin network dynamics affect&B3

instantaneous speed§Ve usedthe small moleculeinhibitors CK666 (5 minute
incubation at 50 €M) for Arp2/3 inhibition
e M) for f or mi n 3.2 showsbthe tcunmlative distribgtionr af EB3
instantaneous speefis all regionsin CK666, SMIFH2 and DMSO treated cells. The

overall distibutions show no significant differences between these conditions. We then
examinedhe effect of these inhibitors at the previously defined regions. We found that

in the peripheral regiomhibition of Arp2/3 caused a moderate increase of speeds and

thatformin inhibition led to a modest but significant decrease in EB3 spéegige
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3.2j) but did not significantly change the spsed the central region (Figure 8.6
Supplementary materjalor in the actindense distal region (Figure 8.61
Supplementar materia). Interestingly, the inhibition of these actin nucleators had
opposngeffects on MT growthformin inhibition led to a significant increaseradial
angles while Arp2/3 inhibitioted to decreased radial angle (Figure 3.2Zkiis effect

was stongest at the distal region (Figure 3.2Kk) but qualitatively similar to the effect on
the peripheral region, while the effect on celntegion was negligible (Figure 26f

T Supplementary materjaFinally, we found that neither formin nor Arp2/3 intibn

had an effecon the distribution of instantaneous angle differenagsahy of the

regions (Figure 3@i i Supplementary materjal

96



1
c d e
@ 025 I k% B Eos
E . ¢ g
- L gos
9] - B S
& 015 =
2 Fos
8 01 Le g = Central
8 A 8 02 —— Peripheral
£ 005 — Distal
- [.LA.D.= |6 — «a 0
= 0 20 40 60 80
Central  Peripheral  Distal Instantaneous Angle Di erence
f . g . h | Distal ____
2 el
= 08 =08
16 8 8
Ko} o)
A g os g os
Y g g
\ T 04 B 04
¥ : :
i —— Central
Centroid 3¢ S oz A S oz —
. —— Di Non-Redial
Radial Angle = |6 — S| Dsa onred
0 0
0 20 40 60 80 0 01 02 03
Radial Angle Instantaneous Speed (Mm/s)
' j Peripheral k
1 p er .
03 1 Distal
2 z >
= 08 =
3 E £ 0s
S Boz2 | §
s 06 b g 06
2 & w
B 04 g % 04
2 8 o1 =
£ —— DMSO = g —— DMSO
3 o2 —— K666 it S oz —— K666
— A2 § : — iR
0 co J_ J. o
0 01 02 03 04 0 20 40 60 30
Instantaneous Speed (nMm/s) DMSO  O®66  SMIFH2 Redial Angle

Figure 3.2. Microtubule growth rates are differentially modulated across different
regions and by Arp2/3 andformin mediated actin architectures.a) Representative

two-color image of a Jurkat cell transiently transfected with TdTo+Ratactin (red)
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andEGFPFEB3 (green). Scale bar is 5 em. Higher

points of the region encloséy the white square in the Idfand image arshown on

the right The white arrow points to a microtubule tip whose movement is drastically
reduced once iteaches the actinich distal region Scal e bar is 3 &m.
color-coded for the regiorof the synapse where they occurregntral (black),
peripheralblue) andlistal(red). c)Comparison oinstantaneous spegdf EB3 across

the three regions considered. N=11 cells. d) Diagram illustrating how the instantaneous
angle difference is calcukd from two consecutive intérame displacements within

a trajectory (point A is the starting point and C the ending pointCushulative
distribution of instantaneous angle differencafs EB3 tracks as a measure of
directionality persistencan different regiors. f) Diagram illustrating how the radial
angle is calculated for an intBame displacement with respect to the cell centroid
(represented by the red cross). g) Cumulative distribution of radial acejtedated

from inter-frame displacementsf EB3 tracksfor the differentregiors. h) Cumulative
distribution of instantaneous EB3 speedthim distalregion classified as radial (radial
angl e O 4ddial)(radialrangle o #5°). i) Cumulative distribution BB3
instantaneous speefis all regionsin cells treated witltheactin nucleation inhibitors
CK666 (Arp2/3) or SMIFH2 (formin) compared with DMSO control. N = 11 cells for
DMSO, N = 11 for CK666 and N = 16 for SMIFH2. j) Box plot of EB3 instantaneous
speeds measured the peripheral egion comparing the same conditions as in i. k)

Cumulative distribution of radial anglen the distal regionfor cells treatedwith
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CK666, SMIFH2 compared wittDMSO (carrier control),. Significance of differences

was tested using the Kolmogor®mirnoff est ¢**p < 0**p0 &1 Op &1 0. 05) .

3.4Integrin engagement enhances the effect of formin inhibition on MT growth
Motivated by the observation that noadial EB3 instantaneous speeds were higher
the distal regionwhere actin retrograde flow speed is highest,negt examined
whether actin retrograde flow modulatelT growth. Integrin engagemerthrough
linking of the integrin VLA4 with VCAM-1, is known to reduce the speed of actin
retrograde flow in Jurkaf cdls [142, 143] We thus decided to study the effect of
integrin engagement, and subsequaotvdown ofactin flow, on EB3 dynamics and
howthiswas influenced by different actin architectures. We activated Judelts on
coverslips coated with arD3 and VCAM1 and fixed the cells 10 minutes after
activation(Figure 3.38). Analysis ofthe IRM imageshowed thaintegrin coatingdid

not affect the spread area of the cells when compared to cells eR&Dnly
substrate (Figure 3a7i Supplementary materjal We characterizedhe actin and
myosin distributions by immunostaining and fouhdt the dense lamellipodial region
had shrunlsignificantly as indicated by the white arrowskigure 3.3a. The average
actin and myosin intensity profiles along the normalized cell radius (FajLing show

a loss of the previously defined actioh distal region. We therefore classified the
contact bne into two regions: the central region was defined as before (radius < 0.4,
dashed line in Figurg.3b) and the peripheral region (radius > 0.4, which combines the

previously defined peripheral and distal regions, Fig@ue). Myosin is significantly
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more abundaninh the peripheral regioffFigure 3.3d) while F-actin accumulatiors not
significantly different between the two regigffsgure 3.3¢), in contrast to the case for
ant-CD3 coating alone which showed significant differences for all three proteins in
the different regiondnterestingly, the presence of VCAMonthe activating substrate
induced a significant increase the amount of Factin over theentire contact zone

(Figure3.3f).

We nextimagel live cells activated on coverslips coated with #8103 and VCAM1

and tracked EB3 tips as described before. We found that the instantaneous speed
distribution of EB3 across all regions was similar for CD3 and CD3+VcAbAses
(Figure 3.b 1 Supplementary materjalFurthermore, comparison of instantaneous
speeds between the two i@gs also showed no significant differen¢Egure 3.3g).

We nextinvestigated the influence of actin nucleation inhibitors on MT growth rates
for cells activated on an€D3+VCAM-1 coated coverslips. Figu@3h shows the
cumulative probability distribidn of EB3 instantaneous speeds across all regions for
cells treated with CK666 or SMIFH2 compared with DMSO control. Cells treated with
CK666 displayed slight but significantly higher speeds than DMSO while SMIFH2
caused a strong reduction in the spessisomparedo control. The effect described
wasalso observedbr both thecentral and peripheratgionsas shown irFigure 3.3i
andFigure 3.3] respectively. We had observad 8% reduction n the median speed
for SMIFH2 treatedcells in the peripherakegionfor cells on antCD3 substrates

(DMSO median speed 0.086 ¢ m/ s UposiMdginH2 medi
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engagement with VCAM, we found th&MIFH2 treatmentesulted ina significantly
larger reductioni34%-DMS O me di an s/g 8MRH2 Bedian&peedd.065

€ m}). ®ur resultshussuggest that integrin engagement enhances the effect of formin
inhibition on MT tip dynamics. Wealso found that formin inhibition led tdarger
changes in direction and less radial trajectories, asune@ by instantaneous angle
difference and radial angtéstributionsrespectively foboth periphera{Figure 3.3k,

I) andcentral regiongFigure 3.¢,d1 Supplementary material

Taken together, these results show that integrin engagemendgiikion of VCAM-
1 to the activatingurfaceled to significanly largerchanges in speed and directionality

with Arp2/3 or formin inhibition in contrast to aMCD3 only engaged cells
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Figure 3.3. Integrin engagement enhances the effect of formin inhibitin on MT
growth. a) Representative TIRF images of WT Jurkat cells fixed 10 minutes after
activation on a glass substrate coated with@8 and VCAM1 and immunostained

for filamentous actin (magenta) and Amisdée myosin 2A (green). White arrows
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point to the narrow lamellipodial region typically displayed by cells under these
conditions. Scale bar i1s 5 &gm. b) Average
shown in a. The dashed limenotes the empirical choice of boundary betwiben
centraland peripherategions. N = 134 cells. ¢) Schematic showing two regitires

cental region depleted imyosin and peripheral region enriched in myosin and actin.

d) Mean fluorescence intensitf myosin at the contact zone for central (black) and
peripheal (blue) regionse) Comparison of the-&tin mean intensity for central

(black) and peripheralblue) regions f) Comparson ofthe level of F-actin at the

contact zone of the whole cell as measured by rhodaptakoidinmean intensity for

cells activatedvith ant-CD3 aloneandactivatedwith antrCD3 + VCAM-1. N = 90

cells for CD3 and N = 134 cells for CD3+VCAM g) Comparison ofEB3
instantaneous spds measured at central and peripheral regions in cells activated on
CD3+VCAM-1 substrated1) Cumulative distribution of instaabheouspeeds of EB3

across all regions for cells treated with CK666 or SMIFH2 compared with DMSO
control. N = 12 cells for DMSO, N = 16 cells for CKiB&nd N = 20 cells for SMIFH2.

i) EB3 instardneouspeeds in the central and j) peripheral redaorcells treated with

actin nucleation inhibitors CK666 and SMIFHR) Cumulative distribution of
instantaeous angle differences andradial angls in the peripherategion for cells

treated with CK66andSMIFH2 as compared tDMSO (carrier control). Significance

of differences was tested using the Kolmoge®mirnoff test f**p < 0. 001,

**p < 0*p 0<l, 0 FOD ®)) SMIFH2 is significantly different from DMSO
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(p<0.0001) and CK666 is different frodMSO ([E<0.01). For k) and i) SMIFH2 is

significantly different from DMSO and CK66§<0.001).

3.5Actomyosin dynamics regulates MT filament dynamics

Previous work suggests that fluctuations induced by actomyosin forces on MT tip growth lead
to overall fuctuations and shape changes of MT filam§g, 145] These forces may in turn

be dependent on the local architecture ef dlstin networks induced by different nucleating
proteins.n order to better understand the interactetweerthe different actin networks and
microtubuleswe visualizel microtubule filamenshape and dynamiesidexamined the effect

of perturbing specific actin network architecturehurkatT cells were transiently transfected

with EGFREMTB (ensconsin microtubulkinding domain), a microtubule associated protein
that does not modulate MT dynamjig6]. Cells wereactivated on amCD3 coateccoverslips

and imaged fve minutes after activation at 2 second intervals using instant Strdicture
lllumination Microscopy (iSIM)[44] to obtain highly resolved images of MT filaments. We
observed that MTs at the periphery of the cell (equivaletiiegeripheral plus distal region
definedin Figure 3.1 were more dynamic than those at the cefgquivalent tacentral region

in Figure3.1). Figure3.4a showshe maximum intensity projection of a J@ame timelapse
movieof MTs color-coded for timeln thecental regionof the cell the filaments appear white

due to the superposition of the filants at different time points while the filaments at the
periphery appear at different positions and colors, indicating their higher dynamics. In order to
guantify MT filament dynamicswe chose two ROIs of X3 e m at the center
periphery ofeachcell (as indicated by the boxes in Figudda) We computed the temporal

autocorrelation ofhe intensity profile alongach rowof pixels in the boxed regioi he typical
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correlation amplitude curves obtainfd a central ROkre shown irFigure 3.4b and for a
peripheral ROIn Figure 3.4c. For all curves obtainethe correlation amplitude decagser

time, reaching roughlyero (no correlatioh at later timesWe noticed that the correlation
amplitude decays faster at the peripheryich is consisterwith the visually observekigher
dynamics of the filaments in this region. To characterize the correlation decay we calculated
the average correlation curve for an ROI and fit the curve to a double exponential of the form:
Ct) Q Q) . We set the fit parametet) equal to 1 since itorresponds to the
correlation at = 0, then parametabprovides the correlation decay rat®ur datawas well fit

by this relationas shown by sample fits Figure 3.4d and 3.4e corresponding tandividual
ROlsand as evaluated by the distribution of fit residuatsich isnormal, narrow and centered

on zero(Figure3.8a7 Supplementary materjain contrast to the right skewed residuals
obtained from aingle exponential fit (Figure 38 Supplementary niarial). We found

that the correlation decay tim@s evaluated for two ROIs per region of each osHp
significantly higherin thecental regionof the cell thann the peripheal regionas shown by

the distribution of values of parametér in Figure 3.4f. The distribution of values for fit
parametersxandQ, which correspond to the correlation amplitude and decay rate at later times,
was very similar for central and peripheral regions and across all the conditions explored
(Figure 3.8, d I Supplementary materiglWe next investigatel the effect of the actin
nucleation inhibitors CK66§Arp2/3 inhibition) and SMIFH2 (formin inhibition) on MT
filament dynamicsas shown inFigure 3.4g. We found that perturbing either actin network
induces a sigificant increase in the correlation decay tifimplying decreased dynamider

ROls at the periphery of the calljth little effecton MT dynamics irthe central regionThis

indicates thaboth Arp2/3 and formin mediated netwoes® importanto susain MT filament
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dynamics Notably, while the correlation decay time at the periphery was reduced for CK666
and SMIFH2 treated cells, in both cases the correlation dewayvas stilllargerthan that at
the centerindicating that MT filaments are more riymic at the cell periphery even with
inhibition. In order to explore the role of myosin in MT filament dynamicaraed the ROCK
kinase inhibitor Y27632 which prevents myosin phosphorylation and associated cell
contractility. Cells treated with Y27632s0 displayed less dynamic microtubules, particularly
at the periphery, as measured by the significant increase in correlation decay time3(&gure
indicating that myosin contractility modulates MT dynamkesally, we askedwhether actin
retrogradelbw influences MT filament dynamics. We applied the same analysis to-limpge
movies of activated cells on a@D3+VCAM-1 coated coverslips and found that the
correlation decay timis significantly lower for MTs at the periphery compared with MTs at
the central region (Figur8.4i). Interestingly the MT dynamics in both regions were very
similar to that observeith the corresponding regions oflls on antiCD3 coverslipgdata not

shown).Thus integrin engagement daest appeato alter filament dynamics.
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Figure 3.4. Actomyosin dynamics regulate MT filament dynamics.a) Maximum

intensity projection of a 3@ame timelapse movie, taken at 2 second intesyeblor

coded

decay of the fluorescence intensity per pixel row over time for the region enclosed in
black in panel a corresponding to the center and c) for the pergdhegion (blue
square in a. dgnsemble average correlation values catedldrom a sample ROl in a

cell (red squarefyom thecenter and erom theperiphery. Solid lines show doubte

exponential fits to the data. f) Comparison ofrelation decay tinse obtained from
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the fits,for the central and peripheral regions. N <Hls 2 ROIs per cell for each
region g) Comparisonof the distribution of correlation decay tisy®or central and
peripheral regionsn cells treated with CK666 and SMIFH&ith DMSO (vehicle
control). N = 18 for DMSO, N= 19 for CK666 and N = 15 for SMEE h) Box plots

of correlation decay times comparing cells treated with the-kRtase inhibitor ¥
27632 and with DMSO (vehicle controN.= 18 for DMSQ N=17 cells for ¥27632.

i) Comparisonof correlation decay tingein the center and periphefgr cels in
CD3+VCAM-1 substratedN=14 cells. Significance of differences was tested using the

KolmogorovSmirnoff testf**p < O0**p0 &1 Op &1 0. 05) .

3.6 MT filament deformation is modulated by actin dynamics and myosin
contractility

From the moviegaken for the filament dynamics analysiswas evidentthat the
filamentsin the peripheal regionexhibitedmore deformed shapes than those at the
center. We thereforeinvestigate the spatial distribution of microtubulélament
deformatiors at different regions and under different perturbatitmelucidate the role
of actomyosin dynamics on filament shagesr this analysis we used timelapse iSIM
images, as shown in Figure 3.%ar each ceJlwe manually traced individual MT
filaments from threeémage framestaken30 seconds aparnto( ensure thaMT shapes
were uncorrelated)Each filament tracedwas assigned to the central or peripheral
region of the cell based on the coordinates of its center of mass. Bighrsghows a

collection of filaments treed from different superimposed cellsth the peripheral
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filamentsshownin blueandthe central oneshown inblack. The filaments traced

both regions have a similar distribution of leng{Rgure 3.5¢). To quantify MT
deformatiors, we first calculaed the deformation index, which is the ratio of the
filament contour lengtho the endto-end distance. We found that filaments at the
periphery have a significantly higher deformation index than those at the center as
shown inFigure 3.5d. In order toexanine inmore detail the filament shapes in both
regions we quantified the local curvatu(eee Methodsyver segments of04e m i n
length. The distribution of local curvatures is showrrigure 3.5e and confirmsur
gualitative observations that MTs at the periphery display higher deformation than
those at the center. A visual representation highlighting this differensigoisnin
Figure 3.5f, where the filaments ifigure 3.5b have been plottedith each segment
color coded fothe local curvature valuéligher deformations (yellow) are observed
mostly at the periphery while lower curvature values (blue) are observed at the center.
We theninvestigatedheeffectof CK666 and SMIFH2 treatments filament shapes.

We found that both inhibitors reduced théocal curvatures for filaments at the
periphery with SMIFH2 showing a stronger effe¢tigure 3.5g), indicating that both
types of actin networks play a role in modulating MT filament sh&pentral
microtubule shapes were |latg unaffected by these inhibitions, though CK666 caused
a small but significantcrease in deformatiofrigure 3.@1 Supplementary materijal
Given the knowmole of myosin in the generation and maintenasi¢ermin-mediated
cablelike actin filaments we next investigate the role of myosin infilament

deformation. Wenhibited myosin activityusng the ROCK kinase inhibitor Y27632
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which prevents myosin phosphorylation. We found that inhibibbmyosin activity
significantly reducel the local curvatre distribution of filaments at the periphery
(Figure3.5h) and to a lesser extent at the cerfigguie 3.1 Supplementary material
ascompared to DMSO control. FiguBsbi shows the collection of filaments traced in
cells treated with Y27632 colmoded for curvature. The filamengxhibitlower local
curvatureg(as seen from the higher fraction of blue in the)plwdn those iffigure 3.5f.
Our results suggest that filament deformation is highly influenced bynaybsin

contractility.
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Figure 3.5. MT filament deformation is modulated by actin dynamics and myosin
contractility. a) Representative iSIM image of a Jurkatell transiently transfected
with EGFREMTB. b) Segmented MT filament traces from different cells cotated

for the region theyd&long black for center and blue for periphery. c) Histogram of the
distribution of the MTcontourlengthsfor thetraces used for analysis. @pmparison

of the deformation index (ratio of contour length to @mend distance) for filaments
in the centr and peripher. €) Cumulative probability plots of local curvature

distributiors of cental and peripheral filaments. f) Plot of the filaments showpeinel
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