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Inspired by the frequent presence of nematicity in the high Tc superconducting

systems, this thesis is focused on the interplay of nematic and superconducting order

in a system that does not possess long range magnetism. Here I describe my mea-

surements of the physical properties of Ba(Ni1−xCox)2As2 and Ba1−xSrxNi2As2 inter-

metallic compounds, characterizing both superconductivity and nematicity in these

series.

Thermodynamic, transport, and magnetic properties of single crystals syn-

thesized using a flux growth technique are reported. Using the results of these

physical property measurements, I construct the electronic phase diagrams of the

Ba(Ni1−xCox)2As2 and Ba1−xSrxNi2As2 series. In both substitution series, increas-

ing x smoothly suppresses a tetragonal-triclinic structural phase transition. At the

low temperature structural phase boundary, a large enhancement in superconduct-

ing Tc is observed in both systems.

The Ba1−xSrxNi2As2 series was further characterized through measurements of



symmetry isolated components of the fourth-rank elastoresistivity tensor. I observe

a divergence in elastoresistivity over a wide range of temperatures and x values

in Ba1−xSrxNi2As2 crystals, indicative of electronically driven rotational symmetry

breaking in this series. The low temperature elastoresistivity is peaked in the vicinity

of optimal Tc, suggesting the enhanced superconducting pairing observed in this

region is born from strong nematic fluctuations in the system.
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Chapter 1: Introduction

1.1 Superconductivity

In 1911, cryogenics pioneer Heike Kamerlingh Onnes observed a transition

from �nite to apparently zero electrical resistance at a critical temperatureTc of

4.2 K in elemental mercury [4]. This measurement was the �rst evidence for a new

electronic phase of matter that became known as superconductivity. In the years

to follow it was demonstrated that, in addition to exhibiting true zero electrical

resistance, superconductors expel external magnetic �elds from their bulk [5] and

display signatures of macroscopic quantum coherence. All three of these properties

have signi�cant technological promise. However, superconductivity in all presently

known materials is a relatively low temperature phenomenon, limiting the degree to

which they may be commercialized.

As a result, e�orts to increase superconducting transition temperatures have

been widespread and well documented over the past century. The success of these

e�orts is reected in part in the 1913, 1972, 1973, 1987, and 2003 Nobel Prizes in

Physics, all of which were awarded to researchers studying superconductivity. A

particularly notable discovery among the many advancements in the �eld was the

1986 report of superconductivity in a class of copper-oxide ceramics by Johannes

1



Bednorz and Karl M•uller [6]. Some of these compounds were found to exhibit

remarkably high critical temperatures, far beyond those of any previously known

superconducting materials. Crucially, some cuprate superconductors superconduct

at temperatures above the boiling temperature of liquid nitrogen (77 K), making

superconductivity accessible in a way that was never before possible.

It did not take long after the �rst reports of high Tc superconductivity in the

cuprates for it to become clear that the superconducting mechanism in these com-

pounds was di�erent from other known superconductors. As a result, the study

of cuprate superconductors quickly became a �eld unto itself, with the hope that

better understanding of these compounds could enable the development of materi-

als with even higher critical temperatures. Despite these e�orts, the copper-oxide

superconductors stood alone as the only class of highTc materials until 2008, when

high temperature superconductivity was discovered in a new family of iron-pnictide

intermetallic compounds [7]. While critical temperatures in the iron-based supercon-

ductors are lower than the cuprates, interest in these materials has been expansive,

generating over 15,000 publications in the decade since their discovery [8].

As with the cuprate compounds, the iron-pnictide superconducting mechanism

is unlike that of most low Tc superconductors, and the theory of high temperature

superconductivity is incomplete compared to the existing theoretical understanding

of most low temperature superconductors. The rest of this chapter briey reviews

the physics of conventional superconductivity, and how high temperature super-

conductors deviate from this behavior. I will then discuss BaNi2As2, a simpli�ed

platform within which some of the physics of the highTc compounds may be studied.
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1.2 BCS Theory of Superconductivity

In 1957, John Bardeen, Leon Cooper, and Robert Shrie�er developed a micro-

scopic theory of superconductivity that captures the behavior of the vast majority

of known superconducting materials [9]. For this theory, they were awarded the

1972 Nobel Prize in Physics. This theory is very well known, and many descriptions

of it may be found in the literature. My outline of the Bardeen, Cooper, Schrief-

fer (BCS) theory of superconductivity provided below is adopted from Tinkham's

description [10].

BCS theory was not conjured from the air, but rather was motivated by consid-

erable preexisting experimental and theoretical understanding of superconductivity.

For instance, before BCS theory was developed, experimental e�orts had established

a vanishing electronic density of states in the superconducting phase, indicating that

a gap opens at the Fermi energy belowTc. The heat capacity increases exponen-

tially approaching the transition temperature from below, implying the energy gap

narrows and is eventually overcome by thermal excitations atTc. Additionally,

magnetic �elds were known to decay exponentially in the bulk of a superconduc-

tor. This behavior was �rst predicted by brothers Fritz and Heinz London in the

1930's [11], and later observed experimentally. In the early 1950's Fritz London cor-

rectly argued that a quantum mechanical justi�cation of this phenomenon required

long range quantum coherence. BCS theory was then developed with the knowledge

that any comprehensive microscopic description of superconductivity must include

both an energy gap and exponential screening of external �elds, and likely required
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long range quantum coherence.

A key step in the development of the BCS theory occurred in 1956 when Cooper

showed that, in a simple model, electrons experiencing an attractive potential at

the Fermi Surface are unstable to the formation of bound pairs [12]. In the real

system, the condensation of many such pairs would open a gap at the Fermi energy,

consistent with thermodynamic measurements in the superconducting state [12].

Cooper constructed his model by considering the addition of two electrons to the

zero temperature Fermi sea of a normal metal, and assuming that these electrons

experience an attractive interaction from the electron-electron scattering potential

shown below: 8
>><

>>:

Vk;k 0 = � V j� k � E f j � �h! c

Vk;k 0 = 0 j� k � E f j > �h! c

(1.1)

where � k is the electron energy,E f is the Fermi energy, and! c is a characteristic

frequency quantifying a �nite energy range around the Fermi energy within which

electrons will experience this attractive interaction. To minimize total energy, the

two electron wavefunction will have zero net momenta (i.e. the two electrons have

momentak and � k). Given the attractive interaction, and anticipating the forma-

tion of bound electron pairs, Cooper further assumed that the electrons form a spin

singlet due to the close spacial proximity admitted in the radial component of the

singlet wavefunction.

Substituting the proposed singlet wave function and the potential of Eqn.

1.1 into an appropriately formulated Schr•odinger equation, the energy of the two
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particle wave function can be shown in the smallV limit to be [12]:

E � 2EF � 2�h! ce� 2=N (0)V (1.2)

whereN (0) is the electronic density of states at the Fermi level. Since the energy,

E, is lower than 2EF , this bound state, known as a Cooper pair, is energetically

favorable compared to that of two free electrons.

Following Cooper's insight, the next major step towards the BCS theory was

the formulation of a many-bodied wavefunction to describe the system at equilib-

rium following the condensation of Cooper pairs out of the Fermi sea. At �rst glance,

a microscopic system of electrons presents a prohibitively large space for the for-

mulation of an exact wavefunction describing such a system. BCS argued, however,

that a mean-�eld wavefunction as shown below would capture the relevant physics

of the physical system.

j BCS i =
Y

k i

�
uk + vk c�

k " c�
-k #

�
j 0i (1.3)

Here c�
i � are creation operators for electrons with momentumi and spin � , j 0i is

the vacuum state, and the coe�cientsuk and vk satisfy the relation juk j2 + jvk j2 = 1.

Within this formulation jvk j2 represents the probability that a singlet pair of given

momenta are occupied, whilejuk j2 provides the probability it is unoccupied.

Solving Schr•odinger's equation for the occupation coe�cientsuk andvk through

a variational calculation produces the key physics of the superconducting state. No-

tably, Cooper's pairing potential (Eqn. 1.1) produces ak independent energy gap

�, such that:

� = 2� h! ce� 1=N (0)V (1.4)
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The gap � turns out to be an order parameter for the superconducting phase, and

grows when the system is cooled belowTc. One can also show that � is related to

the superconducting critical temperature by:

�
kB Tc

= 1:764 (1.5)

in the weakly coupled limit.

While two electrons will experience a repulsive Coulomb interaction, in solids

there are other interaction mechanisms that may o�set the Coulomb contribution

and produce a net negative potential. Although the general BCS theory does not

assume a speci�c microscopic origin of this force, in the model of low-Tc supercon-

ductors it is due to the exchange of phonons.

Assuming a phonon mediated superconducting pairing in the weak coupling

limit, Eqns. 1.4 and 1.5 may be combined to yield:

kB Tc = 1:13�h! D e� 1=� (1.6)

where ! D is the Debye frequency of the material, and� is related to the electron-

phonon coupling strength and the electronic density of states. The validity of Eqn.

1.6 has been well established in a number of materials, in part through experiments

in isotopic substitution [13{15], which hinge on the fact that the Debye frequency

scales with the atomic massM as M � 1=2.

Based on the BCS theory and experimental results, conventional supercon-

ductivity, as it will be de�ned throughout this text, has the following hallmarks: i)

a superconducting gap with constant phase around the Fermi surface (i.e. s-wave
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pairing), ii) spin singlet electron pairs, and iii) Cooper pairing mediated by the

exchange of lattice excitations (phonons).

1.3 High Temperature Superconductivity

Many materials are known to exist that don't appear to satisfy the criteria I

have outlined for conventional superconductivity. These include proposedp-wave su-

perconductors such as Sr2RuO4 [16] and UTe2 [17], heavy fermion superconductors

CeCoIn5 [18] and CeCu2Si2 [19], and topological superconductors such as substi-

tuted Bi 2Se3 [20] to name a few. Notably, both the cuprate and iron-based high

temperature superconductors also exhibit behaviors inconsistent with conventional

superconductivity [21{25].

1.3.1 Superconducting Pairing Mechanism

Both iron-based and cuprate high temperature superconductors display su-

perconducting phase diagrams that would be highly unusual for a phonon mediated

superconductor (see Fig. 1.1). HighTc in both iron and cuprate materials generally

occurs in systems that are formed by heavily doping or pressurizing a magnetic and

non-superconducting parent compound. In these compounds, long range antifer-

romagnetism or spin density wave order is suppressed through the external tuning

parameter (i.e. chemical doping, pressure,etc.) and superconductivity only emerges

near the magnetic quantum critical point. The occurrence of superconductivity in

a region near magnetic criticality, where magnetic uctuations are peaked, is quite

7



remarkable as long range magnetic order is generally at odds with superconducting

pairing. Tuning far from the magnetic phase in these materials rapidly suppresses

Tc, however, suggesting a cooperative rather than competitive relationship between

superconductivity and magnetism in these compounds.

Although it is suggestive, a phase diagram alone cannot disqualify the exis-

tence of a conventional superconducting mechanism, nor provide direct evidence

for a link between superconductivity and magnetism. However, electron-phonon

coupling in these compounds is far too weak to produce such high transition tem-

peratures1 [30, 31]. Rather, given the existence of nearby magnetic phases, it has

been suggested that Cooper pairing may be mediated by magnetic interactions.

In such a model, magnetic excitations rather than phonons are exchanged by elec-

trons at the Fermi energy, producing the attractive interaction necessary in the BCS

Hamiltonian. This assumption is supported by a number of experimental probes.

Arguably, the most direct evidence for magnetically mediated superconductivity is

the observation of a linear correlation betweenTc and magnetic resonance energies

observed in inelastic neutron scattering studies of cuprate and iron-based super-

conductors [23, 32]. Whether magnetic uctuations are responsible for pairing is

not universally agreed upon, however, and there are other theories for the pairing

interaction [33{35].

1It must also be noted here, however, that an isotope e�ect is observed in both the iron and

cuprate materials, indicating that phonon e�ects are not entirely absent in these compounds [28,29].
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Figure 1.1: Generic phase diagram for iron (a) and cuprate (b) super-
conductors. These phase diagrams are complex contain magnetic, su-
perconducting, pseudogap, charge density wave (CDW), and nematic
orders. Nevertheless, they share the common feature that supercon-
ductivity occurs through the suppression of a magnetic order in a non-
superconducting parent compound. The iron superconducting phase di-
agram was published originally by Fernandes,et al. [26] and the cuprate
phase diagram was published by Kordyuk [27].
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1.3.2 Superconducting Gap Structure

In addition to unconventional superconducting pairing mechanisms, both the

cuprate and iron-based superconductors are believed to have superconducting gaps

of greater complexity than lowTc s-wave superconductors.

In the cuprate superconductors, it is now well established that the supercon-

ducting order parameter � has the following k dependence:

� k � � 0(cos(kx ) � cos(ky)) (1.7)

This means the order parameter has adx2 � y2 symmetry, experiencing maxima along

certain crystallographic axes, and vanishing along others. That the cuprate order

parameter has ad-wave symmetry has been shown using experimental techniques

such as STM [36], scanning SQUID microscopy [37], ARPES [38], etc [39,40].

Although experimental evidence has not ruled out all other possible symme-

tries, superconductivity in the iron-based superconductors is commonly believed to

be of a so-calleds+ � symmetry [41]. In this case, (�; � ) nested Fermi surface pock-

ets, common to many of the iron-based compounds, would be fully gapped, but the

pockets would also have a� phase di�erence in their superconducting order parame-

ter. In this theory, superconductivity is mediated by spin uctuations that typically

provide a repulsive coupling between electrons. A net attractive interaction is pro-

duced, however, if the excitation is exchanged between parts of the Fermi surface

where the superconducting order parameter changes sign [41]. Alternatively, a sign

conservings++ order parameter, where the nested Fermi surfaces have gaps of the
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Figure 1.2: Illustration of s (a), d (b), s++ (c), and s+ � (d) supercon-
ducting order parameters. Figure from Ref. [42].

same phase, is favored in the case of orbital uctuation mediated pairing, and has

been proposed as a possible alternative tos+ � superconductivity [33,35]. Figure 1.2

shows a visual representation of these di�erent order parameter symmetries.

1.3.3 122 Fe-based Superconductors

In this section I will focus on the normal state properties of a family of iron

superconductors that is particularly relevant to my thesis.

BaFe2As2 is among the most widely studied of the iron based superconductors,

due largely to availability of large, high quality single crystals. Belonging to the 122
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Figure 1.3: Schematics illustrating the structure of iron-based super-
conductors. A number of di�erent iron-based superconductor structure
types is provided in (a). Common to all these structures is a two dimen-
sional square lattice of iron atoms that form the center of Fe-Pn (Pn=P,
As) tetrahedra shown in (b). Illustration of the antiferromagnetic or-
der with wave vector (�; � ) in these compounds is also provided in (b).
Figure from Ref. [23]
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class of compounds, so named for their ATm2Pn2 stoichiometry (A=Alkali or alka-

line earth; Tm=Transition metal; Pn=Pnictogen), BaFe2As2 forms in the tetragonal

ThCr 2Si2 structure type at room temperature. Iron atoms in this structure reside in

a two-dimensional square lattice, and form the center of iron-pnictogen tetrahedra

(see Fig. 1.3). These tetrahedra are themselves spaced by the larger alkali or alka-

line earth ions. The unit cell contains two unique iron sites, at in plane positions

(1=2; 0) and (0; 1=2)2 [Fig. 1.3 (b)].

BaFe2As2 is a metallic compound with circular Fermi surface sheets at the

high symmetry points of the Brillouin zone that are nested by a (�; � ) wave vector.

BaFe2As2 is not itself a superconductor. Rather, upon cooling belowTN = 135

K a spin density wave appears along the (�; � ) direction. In the magnetic phase,

the iron moment is directed parallel to the direction of iron nearest neighbors, with

spins oriented antiferromagnetically along the direction of the iron moment, and

ferromagnetically in the orthogonal direction [Fig. 1.3 (b)]. This magnetism breaks

the four-fold rotational symmetry of the square lattice, and magnetic order coin-

cides with a structural distortion along the (1 1 0) crystallographic axis, reducing

the symmetry of the tetragonal BaFe2As2 cell to a new, orthorhombic structure.

Electron doping, for instance Co replacement for Fe, may split the structural and

magnetic transitions, such that the structural transition will occur at temperatures

aboveTN [23].

Critically, this structural transition is proposed to be driven by spin uctua-

2An alternative, one iron unit cell is often used in theoretical calculations. This one iron unit

cell is rotated at a 45� angle from the unit cell used throughout this work.
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tions rather than a softening lattice as is more traditional [26]. Any comprehensive

theory of the electronic phase diagram of BaFe2As2 and its various substitution se-

ries must thus account for this rotational symmetry breaking electronic phase. This

rotational symmetry breaking order, referred to as the "nematic" phase, has been a

subject of increasing interest in recent years.

1.4 Electronic Nematicity

The term nematic or nematicity is generically applied to a phase or transition

that reduces the rotational symmetry of a system. Crucially, a nematic transition

breaks exclusively point group symmetries,i.e. it is a q = 0 order.

Figure 1.4: Illustration of crystal, isotropic, smectic, and nematic phase
of liquid crystals. Nematic order breaks the rotational symmetry of the
isotropic phase without breaking any additional symmetries. This image
is from Ref. [43].
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The study of nematics in condensed matter physics originated in studies of

the behavior of liquid crystals. In a nematic liquid crystal, the liquid is isotropic

at high temperatures but orients when cooled below a critical temperatureTnem .

Although constrained by the symmetries of the underlying crystal lattice, anelec-

tronic point group symmetry breaking phase, analogous to the nematic phase in

liquid crystals, has been observed in a number of systems. For example, a purely

electronic analog to a nematic liquid crystal has been demonstrated in a highly clean

two-dimensional electron gas formed in GaAs/GaAlAs heterostructures [44]. In this

system, a large in-plane resistivity anisotropy was observed to develop at the half

�lling of several N � 2 fractional Landau levels [44]. A similar in-plane electrical

transport anisotropy under large magnetic �elds was later observed in Sr3Ru2O7

single crystals, providing evidence for a nematic Fermi liquid in a bulk crystalline

material [45,46].

While these results provide perhaps the most straightforward examples of elec-

tronic nematicity in condensed matter systems, extensive experimental evidence has

been gathered for the widespread existence of electronic nematic phases in a number

of high temperature superconductors. In BaFe2As2, for instance, the tetragonal to

orthorhombic structural transition breaks the four-fold in plane rotational symme-

try of the tetragonal cell. While such a symmetry breaking structural transitions is

generally unremarkable, the ratio between the transport anisotropy and the lattice

anisotropy in the low symmetry phase (� aa � � bb
� aa + � bb

=a� b
a+ b) has been reported to be nearly

500 [47{49], indicating electronic anisotropy far outpacing structural anisotropy.

Ba(Fe1� xCox )2As2 crystals were also reported to transition from a low symmetry
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(nematic) crystal structure back to a higher symmetry phase when cooled below their

superconductingTc [50]. That the structural distortion is overcome through com-

petition with strengthening superconductivity suggests it is electronically driven.

Electronic nematicity has also been demonstrated in the copper-oxide super-

conductors through observations of e�ects such as a highly anisotropic Nernst coe�-

cient in the pseudogap phase of YBa2Cu3Oy [51]. Additional evidence for electronic

nematicity in the cuprates can be found in resonant soft x-ray scattering experi-

ments that probe the anisotropy of Cu-3d orbitals. These studies have produced

evidence of intra-unit cell electronic nematicity in underdoped copper-oxide super-

conductors [52]. More comprehensive reviews of nematicity in both cuprate and

iron-based high temperature superconductors may be found in Refs. [26,53].

Although nematicity in the Fe-based compounds is generally believed to orig-

inate from coupling to the spin degrees of freedom [54{56], competing theories pro-

pose that it may be driven by orbital ordering [57]. In the cuprates it has been

proposed that nematicity in the pseudogap phase is simply a remnant of a failed

charge order [58]. In this theory, the systems natural predisposition is believed to be

the formation of long range unidirectional and incommensurate charge density wave

stripes. In addition to introducing a new periodicity to the system, unidirectional

stripes would break the rotational point group symmetry of the tetragonal crystal.

A nonzero amount of quenched disorder is expected to prevent the formation of such

a long range stripe order, however [58]. The nematic phase, though, is of a di�erent

symmetry class than the CDW stripes, and will survive even in their absence. This

remnant nematic phase has been referred to as a "vestigial" nematic order, as it
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exists only as a shadow of the failed CDW [58].

Kuo, et al. have argued that nematic quantum criticality coincides with opti-

mal Tc in a number of iron-based superconductors, hinting at a potential relationship

between nematicity and enhanced superconducting pairing [59]. However, the prox-

imity to magnetic criticality makes it very challenging to de�nitively extract what

role, if any, nematic uctuations play in high temperature superconductivity.

In the absence of a simple model nematic system in which the interaction be-

tween superconductivitiy and nematicity may be isolated, several theoretical studies

have investigated the implications of critical nematic uctuations to superconductiv-

ity [60{64]. These studies agree that, in the presence of an existing superconducting

interaction, nematic uctuations are expected to contribute to the electron pairing

interaction, i.e. the � parameter in Eqn. 1.6 will be renormalized as:

� ! � + �� (1.8)

where �� is the nematic contribution to the electron-electron coupling and will

scale as
p

� nem in two dimensions and as log(� nem ) in three dimensions, where

� nem is the materials thermodynamic nematic susceptibility. The�� term may

contribute signi�cantly to Cooper pairing in the vicinity of a nematic quantum

critical point where nematic correlations diverge, and could, in principle, greatly

enhance superconductivity.

Equation 1.8 is arrived at by assuming an existing pairing mechanism, and is

expected to apply irrespective of the precise nature of this mechanism. Therefore,

nematic uctuations tuned to criticality may enhance superconductivity in uncon-
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ventional materials, such as the iron-based superconductors, as well as phonon medi-

ated compounds. Additionally, magnetic quantum critical uctuations are typically

peaked at nonzeroq, and will create a preference for a particular superconduct-

ing order parameter symmetry. In contrast, nematic quantum critical uctuations

do not favor particular symmetries, and may instead enhance superconductivity in

many di�erent symmetry channels.

While some theories have been focused on the impact of nematic uctuations

in the presence of an existing superconducting pairing, additional quantum Monte

Carlo simulations studying the potential of nematic uctuations to themselves facili-

tate superconductivity have also been performed [61]. In one such study, Lederer,et

al. reported that nematic mediated superconductivity may persist to temperatures

as high as 0:03TF , whereTF is the Fermi temperature. This result was only achieved,

however, using a rather large value for the electron-nematic coupling constant and

within the same study smaller values of this parameter produced no superconducting

pairing in the temperature range explored.

These theoretical results suggest promise in the application of tuned nematic

criticality to superconducting order, though they also depend on the strength of the

electric-nematic coupling, a physical parameter that has not yet been well charac-

terized in materials of interest. These results suggest the importance of continued

investigation and characterization of known nematic systems as well as targeted

research on simpler nematic systems.
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1.5 BaNi2As2

The coexistence of magnetism, unconventional superconductivity, and elec-

tronically driven nematicity in the iron-based superconductor compounds makes

it challenging to understand the impact of each phenomena on the others. These

di�culties have contributed to outstanding controversies in the iron-based supercon-

ductors, including the role of electronic nematicity in superconducting pairing. My

thesis research was motivated in large part through a belief that the intermetallic

BaNi2As2 may prove to be a simpler analog to the 122 iron-based superconductors,

in which some of the same physics may be studied. In particular, I hoped to in-

vestigate how nematic and superconducting orders may interact in a system void of

magnetism.

BaNi2As2 forms in the same ThCr2Si2 crystal structure as the 122 supercon-

ductors [65, 66]. BaNi2As2, unlike its iron-based analog BaFe2As2, is a supercon-

ductor with a Tc of 0.7 K. Thermal conductivity measurements in BaNi2As2 show a

vanishing thermal conductance in the superconducting state in the zero �eld, zero

temperature limit, suggesting it is a fully gapped superconductor [67]. It is argued,

however, that BaNi2As2 cannot host a sign changings+ � order parameter due to

the complexity of its Fermi surface. While BaFe2As2 has a relatively simple Fermi

surface, with pockets centered around the high symmetry points of the Brillouin

zone, the Fermi surface in BaNi2As2 is much more complicated (Fig. 1.5). Thus,

any nodal planes in the BaNi2As2 superconducting order parameter would neces-

sarily intersect the Fermi surface, producing nodes that are not observed in the
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thermodynamic experiments [68, 69]. Additionally, the calculated electron phonon

coupling constant, observed Debye temperature, and reportedTc are all consistent

with phonon mediated Cooper pairing [69]. So, while the lowTc of BaNi2As2 is does

not preclude all possibility of it being an unconventional superconductor, evidence

suggests this compound has both a fully gapped s-wave order parameter (with no

sign change) and Cooper pairing is mediated by the exchange of phonons.

BaNi2As2, much like BaFe2As2, exhibits a structural transition at around 135

K. This transition is strongly �rst order in BaNi 2As2, however, and is to a low

temperature triclinic (space groupP1) rather than orthorhombic structure (Fig.

1.6). In the triclinic phase the nickel atoms no longer all reside in the same two

dimensional plane, and instead form quasi one dimensional zig-zag chains (Fig.

1.7) [66]. Unlike BaFe2As2, no magnetic order has been reported at the structural

transition [70]. Optical measurements show a modest reduction (about 10%) in

carrier density within the low temperature phase, consistent with Fermi surface

gapping at the �-point demonstrated in density functional theory (DFT) calculations

and ARPES measurements [71, 72]. This reduction is not readily apparent in the

reported Hall e�ect however, which shows only a minimal temperature dependence

[65]. Early reports suggested the microscopic origin of this structural transition was

likely conventional (i.e. due to lattice softening), though some predictions have been

made that orbital order may instead drive the structural transition [73].

While the e�ects of chemical substitution and physical pressure are well docu-

mented in BaFe2As2, much less e�ort has been undertaken to investigate BaNi2As2.

Reported pressure measurements extend only to 25 kbar [74]. These pressures
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Figure 1.5: Picture of calculated Fermi surface of BaFe2As2 (a) and
BaNi2As2 (b) compounds. Dashed lines indicate a proposed location
for nodal planes in the superconducting order parameter. Signi�cantly,
any nodal plane will intersect the Fermi surface in BaNi2As2, which,
combined with a vanishing thermal conductivity at T = 0, suggests
BaNi2As2 will not have the proposeds+ � symmetry of the iron-based
superconductors. Figure from Ref. [68].
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Figure 1.6: Signatures of the triclinic transition in BaNi2As2. Main �gure
shows the resistance anamoly associated with the structural transition,
while the insets display magnetic (a) and heat capacity (b) signatures of
the transition. Figure is from Ref. [2].
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Figure 1.7: Schematic of the BaNi2As2 triclinic structure. Left panel
shows the in-plane nickel lattice in the triclinic phase, highlighted by
the formation of zig-zag chains of atoms. Right panel displays the new
triclinic unit cell. This �gure is from Ref. [66].
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broaden both the structural and superconducting transitions, but are insu�cient

to fully suppress the triclinic distortion and explore any dynamics at the structural

quantum phase transition.

Substitution of P for As in the BaNi2(As1� xPx )2 series was reported to suppress

the structural distortion, and promote a large superconducting enhancement from

0.7 to 3.3 K at the phase boundary [75]. The observation of a concurrent decrease

in Debye temperature was seen as evidence that phonon softening may cause the

enhancedTc. The BaNi2P2 end-member of this series has a reportedTc ranging

between 2.6 and 3.2 K, however, raising the doubt that this enhancement is perhaps

correlated with the tetragonal structure, rather than arising from dynamics at the

structural phase boundary.

1.6 This Work

In this thesis, I describe the synthesis and characterization of BaNi2As2,

Ba1� xSrxNi2As2, and Ba(Ni1� xCox )2As2 single crystals, and their potential as a

platform to study the e�ects of nematicity on superconductivity.

In Chapter 2, I discuss the methods I used to grow and characterize substituted

BaNi2As2 single crystals. This includes a description of techniques used to probe

properties such as heat capacity, magnetization, and electrical resistivity. In Chapter

3, I provide a description of a home-built nematic susceptibility experiment and the

theory behind its operation.

Chapter 4 discusses my �ndings in the pure BaNi2As2 system, which suggest
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the previous understanding of the structural transition in this compound was in-

complete. Namely, through elastoresistivity experiments I observe aB1g symmetry

breaking nematic orderabovethe triclinic structural transition. X-ray scattering

experiments performed by collaborators in the group of Dr. Peter Abbamonte at

the University of Illinois con�rming that this nematic order coincides with the onset

of a unidirectional charge density wave will also be discussed. I will then conclude

this chapter with a phenomenological model for a tetragonal-orthorhombic-triclinic

structural phase transition inspired by experimental results. This model was devel-

oped by Dr. Rafael Fernandes and Dr. Morten Christensen at the University of

Minnesota.

In Chapter 5, I detail the impact of Co substitution for Ni in the

Ba(Ni1� xCox )2As2 series. In this work, Co substitution is observed to suppress the

structural phase transition seen in thex = 0 endmember, and I observe a dramatic

enhancement of superconducting critical temperature from 0.7 to 2.3 K when cross-

ing the zero temperature structural phase boundary. Here the smooth emergence

of a superconducting dome with varyingx evokes consideration of a uctuation

mediated pairing enhancement.

In Chapter 6, I discuss the evolution of superconductivity, structure, charge

order, and nematiciy in the Ba1� xSrxNi2As2 substitution series. Notably, this series

exhibits a crossover between structural and electronically driven rotational point

group symmetry breaking. Remarkably, near a quantum phase transition where

nematic uctuations are peaked, a nearly sixfold enhancement in superconducting

Tc when compared with either series end member is observed. This behavior marks
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one of the strongest pieces of evidence to date for nematic uctuation enhanced

superconducting pairing.

Finally, in Chapter 7, I summarize my main �ndings and discuss some possible

topics for future research.
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Chapter 2: Methods

The results I present in this thesis were acquired through the synthesis and

characterization of superconducting samples. All materials were grown at the Uni-

versity of Maryland in the Center for Nanophysics and Advanced Materials (CNAM)

and most of my data was gathered using the facilities of the Center. In this chapter,

I describe the synthesis and experimental techniques used to compile this work.

2.1 Flux Crystal Growth

Macroscopic single crystals provide a uniform crystal lattice that is unbroken

to the boundaries of the material. Such samples are generally required for mea-

surements of tensor properties or other characteristics sensitive to grain boundaries

(such as electrical conductivity). Among the class of measurements requiring single

crystal specimens are symmetry based analyses that seek to probe anisotropic ma-

terial properties. For these reasons, all the data I present were collected on single

crystals, unless otherwise noted.

The single crystals I examined were grown exclusively through a ux technique

[76]. This method involves the dissolution of growth materials in a liquid metal

solvent. For growing intermetallic compounds, the solvent often takes the form
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of a metal with a relatively low melting temperature. Common uxes include In,

Sb, Sn, Pb, Zn, Ga, Al, and Bi, though it must be noted that this list is nowhere

near comprehensive, and more complex compounds rather than individual elements

may be used as uxes. The choice of ux is guided by how e�ciently it dissolves

growth materials, and is often informed by studying reported binary and ternary

phase diagrams. The ideal ux will dissolve growth materials at relatively low

temperatures and will not form competing phases that may disrupt the growth.

To grow a material, I combined elements in relative atomic ratios determined

by consideration of previous reports, available phase diagrams, and the target crys-

tal stoichiometry. These mixtures were combined in an alumina (Al2O3) crucible,

commonly referred to as the growth crucible, which would then be loaded into a at-

bottomed quartz tube. Quartz wool was placed below the growth crucible in the

tube as a cushion to prevent the ampule from cracking. Often an additional crucible,

known as the catch crucible, would be �lled with quartz wool and loaded into the

quartz tube above the growth crucible. A �nal amount of quartz wool would then

be placed above the catch crucible. The whole tube would then be attached to a gas

handling manifold where it would be pumped and purged using ultra-high purity

argon gas. Once this procedure was repeated several times, the tubes were sealed

using a hydrogen-oxygen torch in an inert environment of about 1/4 atmosphere

of argon gas. A typical ampule produced in this fashion (see Fig. 2.1) would have

an outer diameter of nearly one inch and a length of four to �ve inches. Alumina

and quartz were both used for their relative stability. All the crystals I grew were

sealed in ampules of this nature. However, it is worth mentioning that alternative
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environments are available when working with volatile materials that will interact

with or destroy alumina/quartz.

Once prepared, I would place sealed ampules into a furnace, where they were

heated until all starting materials were dissolved in solution. The quartz tubes

themselves will begin softening near 1200� C, so it is essential to choose a ux such

that heating beyond this temperature is not required. At high temperatures, the

Ar gas will produce an internal pressure within the sealed quartz of approximately

1 atmosphere, which helps to stabilize the ampule.

Once the ampule dwelt at high temperatures for a su�ciently long time, such

that all growth materials dissolved and were integrated homogeneously into solution,

the temperature of the growth would be slowly reduced. Upon cooling, the solubility

of growth materials in the ux would reduce and the liquid solution would become

less thermodynamically stable than the solid phase. Material would then begin

to precipitate from solution, forming high quality single crystals in the successful

growth.

Upon further cooling, ideally a temperature would be reached that was cool

enough that sizeable single crystal were precipitated from solution but still hot

enough to maintain a molten ux. At this temperature, I proceeded with either

of two possible courses of action to separate crystals from the solution. The �rst

option was to turn o� the furnace, and allow the ampule to cool naturally to room

temperature while still within the furnace. The resulting product would have crys-

tals embedded in the solidi�ed ux. Crystals were extracted from the ux through

mechanical means or by chemically etching the ux away. Alternatively, the cru-
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Figure 2.1: Photograph of a sealed quartz ampule containing a growth.
Features such as the packing quartz wool and growth and catch crucibles
are labelled.
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Figure 2.2: Photographs showing the gas handling manifold used in
sealing tubes (a), a N2 glovebox for the storage of toxic/air sensitive
materials (b), and box furnaces employed for crystal growth (c).

cible would be rapidly removed from the furnace while still hot and inverted in a

centrifuge. Spinning the growth in this manner will decant the molten ux from

the growth crucible into the catch crucible. The quartz wool that packed the catch

crucible would act as a sieve to separate crystals from the decanted liquid. The ad-

ditional quartz wool placed above the catch crucible as shown in Fig. 2.1 prevented
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