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This dissertation addresses mathematical issues regarding weakly compressible
approximations of gas dynamics that arise both in fluid dynamical and in kinetic
settings. These approximations are derived in regimes in which (1) transport coeffi-
cients (viscosity and thermal conductivity) are small and (2) the gas is near an abso-
lute equilibrium — a spatially uniform, stationary state. When we consider regimes
in which both the transport scales and Re vanish, we derive the weakly compressible
Stokes approximation — a linear system. When we consider regimes in which the
transport scales vanish while Re maintains order unity, we derive the weakly com-
pressible Navier-Stokes approximation—a quadratic system. Each of these weakly
compressible approximations govern both the acoustic and the incompressible modes
of the gas.

In the fluid dynamical setting, our derivations begin with the fully compress-
ible Navier-Stokes system. We show that the structure of the weakly compressible
Navier-Stokes system ensures that it has global weak solutions, thereby extending

the Leray theory for the incompressible Navier-Stokes system. Indeed, we show that



this is the case in a general setting of hyperbolic-parabolic systems that possess an
entropy under a structure condition (which is satisfied by the compressible Navier-
Stokes system.) Moreover, we obtain a regularity result for the acoustic modes for
the weakly compressible Navier-Stokes system.

In the kinetic setting, our derivations begin with the Boltzmann equation.
Our work extends earlier derivations of the incompressible Navier-Stokes system by
the inclusion of the acoustic modes. We study the validity of these approximations
in the setting of the DiPerna-Lions global solutions. Assuming that DiPerna-Lions
solutions satisfy the local conservation law of energy, we use a relative entropy
method to justify the weakly compressible Stokes approximation which unifies the
Acoustic-Stokes limits result of Golse-Levermore, and to justify the weakly com-
pressible Navier-Stokes approximation modulo further assumptions about passing
to the limit in certain relative entropy dissipation terms. This last result extends
the result of Golse-Levermore—-Saint-Raymond for the incompressible Navier-Stokes

system.
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1. INTRODUCTION

This dissertation addresses mathematical issues regarding weakly compressible
approximations of gas dynamics that arise both in fluid dynamical and in kinetic
settings. These approximations are derived in regimes in which (1) transport co-
efficients (viscosity and thermal conductivity) are small and (2) the gas is near an
absolute equilibrium — a spatially uniform, stationary state. The ratio of the size
of the initial fluctuations of the gas about this absolute equilibrium to the transport
scales is related to the initial Reynolds number Re. When we consider regimes in
which both the transport scales and Re vanish, we derive the weakly compressible
Stokes approximation — a linear system. When we consider regimes in which the
transport scales vanish while Re maintains order unity, we derive the weakly com-
pressible Navier-Stokes approximation—a quadratic system. Each of these weakly
compressible approximations govern both the acoustic and the incompressible modes
of the gas. When the acoustic modes are neglected, they reduce to the incompress-
ible Stokes and Navier-Stokes systems respectively. These systems and their validity
are the focus of this dissertation.

In the fluid dynamical setting, our derivations begin with the fully compress-
ible Navier-Stokes system. The weakly compressible Navier-Stokes approximation is

similar to one studied by Schochet [68] that derived from the barotropic Euler sys-



tem. Our approximation differs from his “weakly barotropic” approximation by the
inclusion of a heat equation and of dissipative terms. We show that the structure of
the weakly compressible Navier-Stokes system ensures that it has global weak solu-
tions, thereby extending the Leray theory [47] for the incompressible Navier-Stokes
system. Indeed, we show that this is the case in a general setting of hyperbolic-
parabolic systems that possess an entropy under a structure condition (which is
satisfied by the compressible Navier-Stokes system.) Moreover, we obtain a regular-
ity result for the acoustic modes for the weakly compressible Navier-Stokes system.
This extends the results of Masmoudi [58] and Danchin [18] who studied the weakly
barotropic system.

In the kinetic setting, our derivations begin with the Boltzmann equation. Our
work extends earlier derivations of the incompressible Navier-Stokes system [7] by
the inclusion of the acoustic modes. We study the validity of these approximations
in the setting of the DiPerna-Lions global solutions [20]. (There is no analogous
global theory for the compressible Navier-Stokes system.) Assuming that DiPerna-
Lions solutions satisfy the local conservation law of energy, we use a relative entropy
method to justify the weakly compressible Stokes approximation which unifies the
Acoustic-Stokes limits result of Golse-Levermore [29], and to justify the weakly com-
pressible Navier-Stokes approximation modulo further assumptions about passing
to the limit in certain relative entropy dissipation terms. This last result extends the
result of Golse-Levermore—Saint-Raymond [31] for the incompressible Navier-Stokes

system.



1.1 Fluid Setting

To see how these weakly compressible approximations arise, we begin with the
Navier-Stokes system for ideal gas dynamics:
Op+ V- (pu) =0,
A(pu) +Va- (pu@u) +Vop+V,- =0, (1.10.1)
O [2plul® + pe] + Vo - [(3plul® + pe + p)u] + V- [E-u+q] =0,
with initial data (o™, u™, ™), where p denotes the density, u the velocity, and e the
specific internal energy, p the pressure, X the stress tensor, and ¢ the heat flux. For

polytropic gases, if we denote by 6 temperature,

Y =—pu [qu + (Veu)! — %(Vm . u)]} ., q=—kV,0,

(1.1.0.2)
=10, p=(y—1)pe=pb.
For monatomic gas, v = %, where D denotes the spatial dimension. For this

introduction we consider the case that the viscosity p and heat conductivity x are
functions of temperature only. When p and k are zero, (1.1.0.1) reduces to the
compressible Euler system.

The current mathematical understanding of solutions to both compressible
Euler system and Navier-Stokes system is far from satisfactory. Solutions to the
compressible Euler system are known to become singular in finite time even for
very smooth initial data (see Sideris [69].) Recently, global existence theory of
weak solutions, which is parallel to that of seminal work of Leray for incompressible
Navier-Stokes [47], has been developed by P.-L. Lions for isentropic gases [55] and
Feireisl for a special class of pressure laws depending on both density and tempera-
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ture [23]. However, for ideal gases, which can be derived from kinetic equation for
monatomic gas, the global existence for general initial data are not available.

We are interested in weakly compressible approximations which can be better
understood mathematically. These are derived in regimes in which the gas is near
an absolute equilibrium and the transport coefficients (viscosity and thermal con-
ductivity) are small. For the periodic case, i.e., for the spatial domain is T?, the
only stationary solutions to the compressible Navier-Stokes equations are absolute
equilibria. This can be seen from the following argument.

From the compressible Navier-Stokes system, we have the internal energy equa-

tion:
O(pe) + V- (peu) + pVy-u=-%X:Vu—V,-q, (1.1.0.3)

ie.,
pg—i +pVy - u=-%:Vu—V,-q, (1.1.04)

where the convective derivative

% = (D+u-V.). (1.1.0.5)

Thermodynamics tells us that e, p, and p are related to the entropy s and temper-

ature 6 by
De Ds p Dp
— ===+ =—. 1.1.0.6
Dt Dt~ p?> Dt ( )
It follows that
De ~ De pDp
Por TPVe =P T
_p(LtPe_p Dp (1.1.0.7)
0 Dt  p?0 Dt
Ds
= pf—.
Dt



Combining (1.1.0.4) and (1.1.0.7), we have

Ds 1 1

Integrating (1.1.0.8) over TP, and integrating by parts yields

d 11 K
— de= [ -—X:%d —| V0| dx. 1.1.0.9
dt TDpS v /EDQQ,LL $+/’H‘D92| | . ( )
Stationary solutions therefore satisfy
/ L1y s +/ " VL0 dr =0 (1.1.0.10)
——¥:Ydr — |V, x=0.
TD 92,U TD 92

Because both terms are nonnegative, we see that V.0 = 0, i.e., § =constant and
Y = 0, then after some elementary (but nontrivial) calculations, we can derive
u =constant vector, when the domain is periodic. Finally, the momentum equation
gives V. (pf) = 0, whereby p =constant.

After a suitable Galilean transformation, these stationary homogeneous state
can be fixed to be (px, 0,6,). To get the incompressible limit, we need to nondimen-
sionize the compressible Navier-Stokes system. First, we determine the dimensional
scales.

Dimensional Analysis

The volume of the periodic box determines a length scale L by setting

/ dr = LP. (1.1.0.11)

From the initial data we can determine the scales of the density and temperature

(1.1.0.12)
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The scales of i and k can be defined as
ps = €(0y),  Ke = €r(0,), (1.1.0.13)

where € is a small number. The reference state introduces microscopic length and
time scale into the problem that can be determined from the kinematic viscosity
Vi = lis/ps and a thermal velocity v, = m, where ¢,. = ¢,(p«, 0) is the scale
of specific heat at constant pressure c¢,. Then, the mean-free path for the gas is on
the order of v, /v,, while the mean-free time scale as v, /v?. Another dimensionless

parameter can be derived directly from this reference state is the Prandtl number

PG

pr =2 (1.1.0.14)

R
which relates the transport coefficients. For most gases, the Prandtl number is of
order unity.
If U, is the bulk velocity scale, we define two important dimensionless param-

eters, the Mach number Ma and Reynolds number Re:

Ma = , Re=

* *L
Z— 2 (1.1.0.15)

Remark: our definition of the Mach number is different with the usual one, which
is the ratio of bulk velocity to the sound speed. Because the thermal speed v, is the
same order with sound speed, so the Mach number Ma by our definition is same as
the usual Mach number up to a factor of order one.

Now the compressible Navier-Stokes system can be reformulated in terms of di-

mensionless variables; these are introduced below adorned with hats. Dimensionless



time, space, and the bulk velocity are defined by
t=——t, x=LT, u=uvu; (1.1.0.16)

In the above definition, 7 = 1 when we consider short time scale, while 7 = €, a
small number when consider longer time scale.

The dimensionless density and temperature

p=pp, 0=0,0; (1.1.0.17)

(1.1.0.18)

=
I
™
=
D
*
~
=
I
=
*
=
=N
I
Q)
2
D
*
x>
I
N
*
x>

where € is some small number which measures the size of the dissipation terms.
Substituting all of these rescaled quantities into the original equations (1.1.0.1),

and dropping all carets, yields

7O+ Vi - (pu) =0,

T0y(pu) + V- (pu @ u) + Vi (pb) = — X2V, - 5,

(1.1.0.19)
70, [5plul* + Zp0] + Vo - [(Golul® + L2 p0)u] = — g Ve - (5V.0)
— %vx 2],
with initial data (p™, u™,6™). From the famous von Karman relation:
Ma
Kn=— 1.1.0.20
T ( )

where Kn denotes the Knudsen number which is the ratio of the microscopic and

macroscopic length scales. Knudsen number must be small in order to justify any



use of a fluid description. We set Kn = €. The selection of the time scale parameter
7 depends on €. So we set T = 7.
Weakly compressible approximations are derived in regimes in which gas is
near an absolute equilibrium which is a spatially uniform, stationary state. After a
Galilean transformation and a suitable selection of units, we can assume that the
absolute equilibrium is (1,0,1). Suppose (p.,uc,0.) is a solution to the (scaled)
Ma

compressible Navier-Stokes system (1.1.0.19) (with 7 = 7., {2 = ¢, and Pr = 1,)

and the size of the initial fluctuations is d., i.e.,
P =140, uh =064, 0" =1+50m. (1.1.0.21)

Suppose also that at later times, the size of fluctuations is also 4., i.e.,

pe=1+06.pc, uc=0di., 0.=1+06.0.. (1.1.0.22)

From the bulk velocity fluctuation we deduce that §. has the same order with the

Mach number Ma. Thus, from von Karman relation, we have
Re = —. (1.1.0.23)

In this dissertation, we consider the weakly compressible approximations in two
regimes:

1, Both € and the Reynolds number Re vanish, i.e., 5—; —0;

2, € vanishes and Reynolds number Re is of order 1, set 6. = e.

de

For 7. = 1, in both cases °= — 0 and 0. = ¢, suppose that the initial fluctuations

(P, @, 0y — (™, @™, 6™), then, (pe, Gc, 0.) — (p, @, 0), where (j, @, 0) satisfies the

€ 1Y€
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acoustic system:

Op+Va-i=0, p0,7)=p"(z),
O+ Vu(p+0) =0, u0,z)=1u"(z), (1.1.0.24)

D90 +V,-u=0, 6(0,2)=0"(x),

which can be written as
U+ AU =0, U(0,z)=U"(z). (1.1.0.25)

Here the acoustic operator A is

oYl
<
8
<

iy | (1.1.0.26)

o~
c
I
b
N
I
N
>
_I_
=

™

Now we consider the longer time scale 7. = €. In this time scale, the weakly
compressible approximations in two regimes are different. In case 1, i.e., % —

0, under the same assumption on the initial fluctuations, i.e., (g, a", 6") —

(5™, @™, 0™), then weakly compressible approximation of the compressible Navier-
Stokes system is
0.+ 15,5,
Ol + %Vm(ﬁe +00) = Voo (Vi + Vol — 2V, -ad)],  (1.1.0.27)
D90, + %vx e = Vg - (5. V20,) .

with initial data (5™, @, ™). (1.1.0.27) can be written as

U+ AU =DU, U(0,z) = U"x), (1.1.0.28)



where the diffusion operator D is

p 0
DU=D|al|l=]| v, (uo(@) |- (1.1.0.29)
0 2V, - (k. V,0)
Here o(u) is
o(a) = Veu+ (V,0)" — 3(V, - a)l. (1.1.0.30)

We call this linear system as weakly compressible Stokes system which is the
linearization of the compressible Navier-Stokes system about (1,0, 1).

Incompressible Stokes Limit: As € — 0, the behavior of the compressible Stokes
system (1.1.0.27) is singular. The limit in the null space of the acoustic operator .4

is the incompressible Stokes system:

V., -u=0,

oyt + Vop = pA, 1, (1.1.0.31)

%@5 = k0.
with initial data IIU™, where U™ = (5™, 4", 0™), and II is the projection onto
Null(A), which we call “incompressible mode”. When the initial data lies in the
incompressible mode (for this case, we say the initial data is “well-prepared”,) the
convergence is strong. When the initial data is general, i.e., the projection onto
the orthogonal complement of the incompressible mode Null(A)+, which we call
“acoustic mode”, is nontrivial, the fast acoustic waves occur, then prevent strong
convergence. We derive the so-called averaged equation which describes the propa-
gation of the fast acoustic waves.

10



Remark: We can treat the acoustic and incompressible Stokes limits in a unified

way. If we consider the weakly compressible Stokes system:
7.0,U. + AU, = eDU, . (1.1.0.32)

then, when 7. = 1, solutions of (1.1.0.32) converge to solutions of the acoustic system
with the same initial data; when 7. = ¢, solutions of (1.1.0.32) converge (weakly)
to solutions of the incompressible Stokes system with initial data in incompressible
mode.

For the case 0. = ¢, and 7. = €, the weakly compressible approximation of
(1.1.0.19) is not the linearization about the absolute equilibrium, but a quadratic
system. Using the method of multiple time scales and averaging, we derive the

weakly compressible Navier-Stokes system, which is quadratic:

9,U.+ -AU. + Q(U,,U,) =DU,., UJ0,z) = U™x), (1.1.0.33)

€

where Q and D are time averaging of the quadratic operator Q and D:

. 1 [T . .
Q(U,U) = Jim — /0 e AQ(e AU, e AU ds

. (1.1.0.34)
NTT) 12 1 sA —sAT
D(U) = jlgrolof/o e**D(e > U)ds.
Here the quadratic operator Q is
QU,U)= | 4-Vya+ (8- p)Vap | - (1.1.0.35)

We show that (1.1.0.33) exists global weak solutions. Furthermore, the projection

11



of (1.1.0.33) onto Null(.A) is the incompressible Navier-Stokes system, i.e.,

Ol + V- (U@ 1) + Vop = i, (1.1.0.36)

with the initial data ITU”(x). The projection onto the acoustic mode Null(A)* is a
nonlinear system with nonlocal terms with the initial data II-U™ (z). This averaged
system in the acoustic mode is coupled with solutions to the incompressible Navier-

Stokes system. Because its structure is complicated, we leave the details in Chapter

3.

1.2 Hyperbolic-Parabolic Systems with Entropy

The entropy structure of the compressible Navier-Stokes system plays the
important role of providing a priori global estimates for the weakly compressible
Navier-Stokes approximation. This relation extends to the analogous approxima-
tion in the more general setting. The compressible Navier-Stokes system can be

considered as a special case of general hyperbolic-parabolic system with entropy

D D
QU+ D 0. [F* (U =€ Y 0, [B(U,)- 95U
o=l af=1 (1.2.0.37)

U =U, +€U",
Indeed, the method to derive the weakly compressible Navier-Stokes approxima-
tion can be employed to derive the weakly nonlinear approximation of the general

hyperbolic-parabolic system with entropy about absolute equilibrium of (1.2.0.37).

12



The solutions to the equation (1.2.0.37) depends on two different time scales.
The oscillations on the short time scale persist which makes the asymptotic behavior
over the long time scale singular if the initial data are not “well-prepared”. The
main techniques to deal with the singular-limit problems are the method of multiple
scales and method of averaging. These techniques have been applied to numerous
physical systems in fluid mechanics, gas dynamics, and MHD, etc. The method
involves the introduction of slow and fast variables. The multiple scale expansions
due to Krylov and Bogolibuov have been successfully employed in the context of
ODEs (see [67],) as a variant the method used earlier by Poincaré and Lindsted to
eliminate secular terms in the perturbation expansion of celestial mechanics. The
method of multiple scales and method of averaging are equivalent for a single fast
variable but the multiple time scales method applied to initial-value problems is
often less efficient than the averaging. In singular perturbation theory however the
use of multiple time scales is sometimes more attractive. For further details we refer
to [67].

In this dissertation we employ the method of multiple time scales, i.e.,

U (t) = U, +eU'(t,7)|__¢ +EU(t,7)] e 4+, (1.2.0.38)

€

Even though the expansion (1.2.0.38) may not always be valid (due to small-divisor
or other problems,) it is still useful for deriving the correct limit equations. It
is enough for our goal, because what we are concerned in this paper is not the
convergence of U, but the derivation of the limiting equation and its global existence.

Substituting the expansion (1.2.0.38) into the equation (1.2.0.37) yields 9,U! +

13



AU! = 0, where A is a first-order differential operator. Formally the solution is
Ul(t,7) = ™ U(t). This solution for U separates the fast and slow variables, but
can not completely solve U!, because Ij(t) is an unknown function of the slow time
scale t. So it is not sufficient to consider only the first-order term U!. To seek the
equation obeyed by ﬂ(t), we need to consider the next order equation which has of

the form:

0. U? + AU? = f(U"). (1.2.0.39)

U? needs to be eliminated in order to obtain a closed set of equations for the linear
solution U'. The standard method to do so is by the sublinearity condition. To fulfill
this condition, the operator A needs to be skew-symmetric under some appropriate
inner product. For the hyperbolic-parabolic system with entropy, we can define a
natural inner product by the Hessian of the entropy at any constant state. For the
compressible Navier-Stokes system, there exists a physical entropy. We rewrite the
equations (1.2.0.37) such that the entropy plays a explicit role. Then employing the
sublinear condition we derive the equation satisfied by fJ(t), the so-called averaging

equation:
Theorem 1: (Formal Averaged Equation) The averaged system is:
8,U + Q(U,U) = D(U). (1.2.0.40)

The detailed structures of @(ﬂ,ﬂ) and 5(13) will be described in Chapter 2 for

general system, in Chapter 3 for Navier-Stokes system of compressible gas dynamics.

From above averaged equation and the formal multi-time scales expansion

14



(1.2.0.38), the fluctuation around the constant state U, behaves like
* ~ e MUt x) (1.2.0.41)

asymptotically, where ﬂ(t, x) obeys the above averaged equation. Here “ ~” means
asymptotically as € — 0. So the right-hand side of (1.2.0.41) describes the large-
time behavior of the fluctuation. If we define V = AU where U is a solution to

the averaged equation, then V satisfies
OV + AV +Q(V,V)=D(V). (1.2.0.42)

In the case of the Navier-Stokes equations for compressible gases, solutions V (¢, x)
to (1.2.0.42) has the same large-time behavior with solutions to the Navier-Stokes
equations around a constant state. This problems has been extensively studied by
many people, such as [40], [41], [43], [44], [56], [57]. Most of these works focus on the
estimates of the Green’s function of the linearized Navier-Stokes system 0, V+AV =
DV, or the linear version of (1.2.0.42), i.e., &,V + AV = DV. The new system
(1.2.0.42) includes quadratic terms. It should capture more precise information
about the large-time behavior of the compressible Navier-Stokes equations.

This averaged system (1.2.0.40) shares many properties with the usual Navier-
Stokes. Its quadratic term Q is non-local, and has divergence form. More impor-
tantly, it does not contribute to the energy estimate. Generally, the diffusion term
D is only semi-dissipative, not strictly dissipative. We give a sufficient structure
condition which guarantees the strict dissipativity of the diffusion term so that we

can prove the following global existence theorem:
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Theorem 2: If —ADA|xunp) > 0, then for any L* initial data U™, there exists a

global weak solution to the averaged system (1.2.0.40).

Applying the above general theorem to the Navier-Stokes system for the vis-
cous ideal gas, we can derive the explicit form of the averaging equation whose
projection onto the null space of the operator A is the incompressible Navier-Stokes
equation as expected. The projection of the averaged equation onto the fast mode,
the orthogonal complement of the null space of A is a nonlinear equation with two
non-local terms which have divergence form. One of the nonlocal terms depends
on the solution of the incompressible Navier-Stokes equation. It is easy to verify
that the compressible Navier-Stokes system satisfies the structure condition, then

its averaged equation exists global weak solution.

Corollary 1: (Formal Averaged Equation) The solution to the averaged equation
U(t,z) = IU + U, where IU satisfies the incompressible Navier-Stokes system

with initial data ITTU™. 11U satisfies the equation:

0,(I1*U) + V,. - Q, (MU, [T*U) + V. - Q3 (ITTU, 11 U) = A, 14U,
(1.2.0.43)

M*+U(0, 7) = II-U™(x).
Corollary 2: (Global Existence) For any L? initial data U™, there exists at least

one global weak solution to the averaged equation.

1.3 Kinetic Setting

Fluid dynamical systems, can be formally derived from the Boltzmann equa-
tion through a scaling in which the density F' is close to the absolute Maxwellian
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M. So it is natural to introduce the relative density G = G(t,x,v), defined as
F = MG. More precisely, we consider families of solutions parametrized by the

Knudsen number € that have the form
G"=1+649", Gc=1+0b.9., (1.3.0.44)
where G, satisfies the scaled Boltzmann equation with initial data G,
Q&G+U-V4?—%Q«1GJ G0, 2,v) = G™(z,v), (1.3.0.45)
whose fluctuations g. satisfy
— —0, or 1, or oo ase—0. (1.3.0.46)

the time scale 7. = € for slow time (Stokes) scale, 7. = 1 for fast time (acoustic)
scale.

The fluctuations g. formally satisfy the local conservation laws

1
at<96> + T_v&? : <Ug€> =0,

1
6t</Uge> + _VI . <fU ® ng€> — O7 (13047)
Te
1
at<%‘v|29€> + ;Vx . <v%]v|296> =0.
If we define the fluid variables associated with the fluctuation of the number density
ge:
pe=1{9), Tc=(vge), Oc=2(Gh—-%)g). (1.3.0.48)
If we define U, = (Pe, e, 01), then after tedious calculations, the local conservation
laws become:
S R A .
o0, + —AU. + =Q(U,,U.) = <DU, + R, .
Te Te Te (1.3.0.49)

UE(O,QZ) = f]m’
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where
U™ = ("), (vg), (GGl = 2) 9")). (1.3.0.50)
the remainder term RE will vanish as € — 0.
In the Stokes scaling, i.e., % — 0, the leading behavior of (1.3.0.49) is
governed by
0. + ~ AT, = S0,
Te Te (1.3.0.51)
U.(0,2) =U™.
In the short time scale 7. = 1, its limit as € — 0 is obviously the acoustic system. In
the longer time scale 7. = €, the asymptotic behavior will be singular. We can show
that the projection onto the slow mode Null(.4), is the incompressible Stokes system
with the Boussinesq balance law. When the initial data are not “well-prepared”, the
projection onto the fast mode Null(A)* will oscillate very fast. Applying the method
of multiple time scales and averaging, we can derive the averaged equation that
describes the propagation of the fast waves which prevent the strong convergence
from weakly compressible Stokes to incompressible Stokes system. Thus, the weakly
compressible Stokes system (1.3.0.51) governs the behavior of both acoustic and

Stokes system at different time scales.

Inspired by this observation, we construct a family of local Maxwellians
Mﬁ(t) = M(1+5epe,5eue,1+6595) s (13052)

where (pe, u, 0,) is the solutions to the weakly compressible Stokes system (1.3.0.51).
Under some technical assumption on the collision kernel and solutions of the Boltz-

mann equation, we prove that this family of local Maxwellians govern the fluid
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behavior of the Boltzmann equation in the sense of the relative entropy. We prove

that

Theorem 3: (Weakly Compressible Stokes Approximation) Assume that the
collision kernel satisfies the hard sphere potential with a small deflection cut-off
condition, and DiPerna-Lions solutions satisfy the local energy conservation law. If

initially, the relative entropy %H(FZ”|MZ”) — 0, then, for the later time t > 0,

1
EH(FE(ISMME(t)) — 0. (1.3.0.53)
We shall show that the relative entropy can control the distance between the fluc-

tuation of the number density g. and the infinitesimal Maxwellian
9% = petuc-v+0.(3pF-2). (1.3.0.54)

Combining with the convergence results from the weakly compressible Stokes to
acoustic system (in short time scale) and incompressible Stokes system (in long
time scale,) we unify the Golse-Levermore acoustic-Stokes limit theorem [29]. The
weakly Stokes approximation results will be discussed in details in chapter 6.

In the Navier-Stokes scaling, i.e., 7. = € and §. ~ €, the problem will be

much harder. Formally, the leading behavior of (1.3.0.49) would be

. 1 - - .
8tUe + _AUE + Q(Ue7 Ue) - DUE s
€ (1.3.0.55)
UE(O,JJ) =™,
Unfortunately, this system is not well-posed. It does not satisfied conservation of
energy even in the formal level. We can not apply this system directly to describe

the fluid dynamics of the Boltzmann equation. Applying the method of multiple
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time scales and averaging again, we derive the averaged equation which has the

same long time behavior with (1.3.0.55):

o0, + L AU, + (0., 0) = DU,

€ (1.3.0.56)

U.(0,z) = U™(z).

Results in chapter 3 provide the global existence of the above averaged system.
As for the weakly compressible Stokes approximation, we construct a family of
local Maxwellians M(t) = M s, p. seuc,14+6.0.), Where (pe,uc,0.) is the solutions
to the averaged system (1.3.0.55). We expect it would be a good approximation
to solutions to the Boltzmann equation in Navier-Stokes scaling. Unfortunately,
because of some technical difficulties, so far we could not prove results parallel to
Theorem 3. Even in the formal level, the long-time stability of the relative entropy
S H(F.(t)|M(t)) is not trivial; see Golse, Levermore and Saint-Raymond’s result
in [31]. Their result is about the well-prepared initial data. We generalize it to

the non-well-prepared initial data. This formal theorem on the weakly compressible

Navier-Stokes approximation will be proved in chapter 7.

1.4 Organization of the Dissertation

We now lay out the organization of this dissertation. Chapter 2 is about the
general hyperbolic-parabolic system with entropy. We use the method of multi-
ple time scales and averaging to derive weakly nonlinear approximation around a
constant state. We derive the averaged system and analyze its structure. We give

an easy-to-check condition which guarantees the global existence of the averaged

20



system.

In Chapter 3, we apply our general theory to the compressible Navier-Stokes
system. We present a more detailed formulation of the averaged system whose
projection to the null space of the acoustic operator is the incompressible Navier-
Stokes equations. Use the Littlewood-Paley theory, we prove a higher regularity of
the projection of the averaged system on the fast mode Null(A)+, where A is the
acoustic operator.

Chapter 4 is a review of the Boltzmann equation, which includes the formal
structure of the Boltzmann equation and the DiPerna-Lions theory.

Chapter 5 is an introduction to the fluid dynamics of the Boltzmann equa-
tion. We use the multiple timescales and averaging method, formally derive weakly
compressible fluid limits of the Boltzmann equation for the general initial data, i.e.,
those which do not satisfy the incompressibility and Boussinesq relations.

Chapter 6 includes two parts. The first part gives a detailed analysis of the
asymptotic behavior of the weakly compressible Stokes system to acoustic and in-
compressible Stokes system. In the second part, we use the relative entropy method
to prove the long time stability of the relative entropy constructed from solutions
to the weakly compressible Stokes system.

Chapter 7 is a formal result about the weakly compressible Navier-Stokes
approximation of the Boltzmann equation. Using solutions to the averaged system
of the weakly compressible Navier-Stokes system, we construct a family of local
Maxwellians and prove that under some assumptions about passing to the limit in
certain relative entropy dissipation terms and remainders, it governs the long time
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behavior of solutions to the Boltzmann equation in the sense of the relative entropy.

Finally, we state some possible future work.
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2. WEAKLY NONLINEAR APPROXIMATION OF

HYPERBOLIC-PARABOLIC SYSTEMS WITH ENTROPY

In this chapter, we study the weakly nonlinear approximation of hyperbolic-
parabolic systems with entropy. The compressible Navier-Stokes system, which is
endowed with a natural physical entropy, is a special case of such systems. We
show that the entropy structure leads to a quadratic global a priori estimates and
under a mild structural assumption the existence of global weak solutions to the
weakly nonlinear approximation. As introduced in Chapter 1, we are interested in

the asymptotics as € goes to zero of the following system:

D D
875U€ + Z aa [Fa<UE)] =€ Z aa [Baﬁ(Ue> ' aﬁUe] )
o=l =1 (2.0.0.1)

U (0,2) = U, + 0, U"(x).
Suppose the hyperbolic-parabolic system (2.0.0.1) has an entropy-entropy flux pair
(®, V). Assume that the fluctuations of U.(¢,z) to the absolute equilibrium U,
have the same order d, as the initial fluctuations, i.e., U.(t,z) = U, + 6. U(t, z).
Suppose also that U, — U, and formally all the small terms vanish as € — 0. Then,

the limit U satisfies the system

U+ AU =0, (2.0.0.2)



where the first-order operator A is defined as AU = F(U,) - 9, U, (we will use
an equivalent but different form later to emphasize the role played by the entropy).
In the compressible Navier-Stokes system, 4 is the acoustic operator which has a
nontrivial null space. A is skew-symmetric with respect to the inner product defined
by the Hessian of the entropy G = ®,,(U,). Then e is a semigroup which preserve
norm defined by G. Using this semigroup, the solution to (2.0.0.2) is U = ¢ U,
which represents acoustic waves in compressible Navier-Stokes system.

The small dissipation term is not negligible when we consider the longer time

scale. In that case, the fluctuations U, satisfy
€0, U. + AU, +0.Q(U,, U,) + 0(6?) = eDU, + O(ed.) . (2.0.0.3)

In the case ., < €, the quadratic term is small. When ., = €, the correctors in the
quadratic and diffusion terms are the same order. Using the semigroup e**, define

U, = e_fAIAJE. Suppose U, — Ij, then U satisfies the so-called averaged system

A~

8,U+Q(U,U) =DU. (2.0.0.4)

In this chapter we use the averaging method systematically derive the averaged
system, and use a priori estimates given by entropy bound to prove global existence
of weak solutions to the averaged system (2.0.0.4) under a structural condition.

In this chapter, section 2.1, we first introduce some basic structure of the
hyperbolic system of conservation laws, then in section 2.2, we use the method of
multiple time scales and averaging to derive the weakly nonlinear approximation of
the general system which is described by averaged system . In section 2.3, we analyze
the formal properties of the averaged system. We prove the formal energy identity
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and give a condition on the structure of the original system which guarantees the
strict parabolicity of the averaged diffusion term. In the last section 2.4 of this

chapter, we prove global existence of the weak solutions to the averaged system.

2.1 Hyperbolic-Parabolic Systems with Entropy

First-order nonlinear hyperbolic systems of conservation laws are the equations

of the form

OU+ > 0, [F*(U)] =0. (2.1.0.5)

a=1

Here F*(U) = (F¢(U),--- ,FE(U)T, a=1,---,D, U= (Uy(z,) - ,Up(z))"
denote n—dimensional vectors, with F* smooth functions of U, and U functions
of the time ¢ and the space coordinate x = (z1,---,zp). As is well-known, the
existence of an entropy function for (2.1.0.5) is characterized by the property that
(2.1.0.5) can be symmetrized by introducing a new dependent variable. We owe
these results to Godunov [26] and Friedrichs-Lax [24].

We consider the initial-value problem for the second-order nonlinear systems

associated with (2.1.0.5), i.e.,

QU+ 0. [F*(U)] = Y 0. [B’(U)-95U] ,
a=1 o, f=1 (2.1.0.6)

U(0,2) = U"(2),
where B®’(U) denote N x N matrices depending smoothly on U for each «, 3 =
1,---,D. Both F*(U) and B*(U) are defined on an open set Q C RY. A typ-
ical example of such systems arise as the conservation law of viscous compressible
fluid. The notion of the entropy function has a natural extension to the second-
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order system (2.1.0.6) and the fact that the symmetrizability of the system can be
characterized by the existence of an entropy function remains valid for (2.1.0.6). For
the convenience of the readers, we give a brief review of these observation in this

section. We assume that the following properties hold for system (2.1.0.6),

e The flux vectors F*, 1 < a < D, the dissipation matrices B®*, 1 < o, 3 < D,
are smooth functions of the variables U € O, where O is a convex open set of

RN,

Definition 1: Let ®(U) be a real-valued smooth function defined on a convex open
set O C Q. Then @ is called an entropy function for the system (2.1.0.6) if the

following properties hold:

(E1) The function ®(U) is a strictly convex on O in the sense that the Hessian

matrix @, is positive definite on O;

(E3) There exits real-valued smooth functions ¥* = W*(U) such that

0,(U) - A%(U) = ¥°(U), (2.1.0.7)

where A%(U) = (A%,(U)) is N x N matrix, and A%,(U) = 20

(E;) We have the property

D*?(U)T = DP*(U), (2.1.0.8)

where

D*(U) = B¥(U) - 0, (U); (2.1.0.9)
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(E4) The matrix B(U,w) = ZaD 51 D (U)wawg is symmetric positive semi-definite

for U € Oy and w € SP~! in the sense that

D N
Y Y @D (Uwaws >0, VEERY, Vwes . (2.1.0.10)

a,f=1 a,b=1

Let ®* : O* — R be the Legendre dual function of the strictly convex entropy

function ®. Its domain is given by
O ={V e RY*|V = &,(U) forsome U € O}, (2.1.0.11)
and for every ® it satisfies
P (V)+o(U)=U-V (2.1.0.12)
where U € O and V € O* are related by
U=9o;(V), VvV =9,(U). (2.1.0.13)

We call ®* as the entropy potential of . Similarly, We can introduce the entropy

flux potential:

T (V) + T%(U) = F*(U) - V. (2.1.0.14)

fora=1,---,D.
The entropy-entropy flux potentials obey the following relations:

Duu(U) - (V) =1
(2.1.0.15)

F(U) = U7 (@u(U)).

Applying above relations, we can rewrite the system (2.1.0.6) into the following

form, emphasizing the entropy structure in an explicit way:

U+ 0,05 (@u(U))] = Y 0 [D*(U) - 9524 (U)] (2.1.0.16)
a=1 a,B=1
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. Formally, taking inner product ®, with (2.1.0.16), every classical solution satisfies
P+ VY, U =—(9aPu)" - D 050y + 9a[D; Dy, 0Py, ] , (2.1.0.17)

Because of the semi-definite positivity of D’ (see condition F, in definition 1,)
taking integral spatially on above equation, the global entropy [ ® dux is dissipated
under suitable boundary condition, for example, periodic condition. More precisely,

the global entropy inequality is satisfied:
t .
/ B(U) () dx + / DDy, 0Dy, sy dids < / S(U™) dzr  (2.1.0.18)
TD 0o JTp TD

The weakly nonlinear approximation is derived in regime in which the solution U is
near an absolute equilibrium U,. Since the entropy inequality is the only a priori
estimate we have, it is natural to use entropy to measure the size of fluctuations
to the absolute equilibrium. We define the so-called relative entropy of ® with

respect to the absolute equilibrium U, as
d(U) = ¢(U) — ®(U,) — oy(U,)(U - U,). (2.1.0.19)
We have the global entropy inequality for the relative entropy

/D O(U)(t) da + /t § D(U,) dzds < /D d(U™) dz . (2.1.0.20)

Suppose initially, the global relative entropy [., ®(U?)dzx = O(d?), then using
Young’s inequality, we can show that U” = U, + .U where the fluctuations U™
are relatively compact in w-Li. (dt, L'(dx)) [49]. The relative entropy inequality
(2.1.0.20) then implies [;, ®(Uc(t))dx = O(82), for t > 0. Thus, using Young’s
inequality again, U.(t) = U, + 6.U.(t), where the fluctuations U, is relatively
compact in w-Li. (dt, L'(dx)).

loc
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2.2 The Weakly Nonlinear Approximations

In this section we consider the weakly nonlinear approximation around an
absolute equilibrium U, of the general hyperbolic-parabolic equation (2.1.0.6) with

small dissipation term:

AU+ 0. [F(U)] =€ > 0, [B*’(U)-05U]
a=1 a,B=1 (2.2.0.21)

U(0,z) = U, +eU™(z) .
As € — 0, the dissipation term vanishes. So the limiting system is the hyperbolic
system of conservation law (2.1.0.5). In the longer time [0, %], the small dissipation
term of order € is not negligible. So we consider the longer time scale. Using the

entropy and entropy flux introduced last section, we rewrite (2.2.0.21) in the longer

time scale:
1 D D
o, U, + Zza“ [T (2u(U))] = > 8o [D*P(U) - 9524(U)]
a=1 a,B=1 (2.2.0.22)

U(0,z) = U, +eU™(z) .
The goal in this section is to derive systematically (but formally) a simplified aver-
aged system for the limiting dynamics of (2.2.0.22) as e — 0, valid on a time interval
0<t< % with T fixed. We will utilize the method of multiple scales. We assume
that the solution U,(t) for (2.2.0.22) depends on the fast scale 7 = £, and on the
slow scale ¢, i.e., Uc(t) = Ud(t, ). Thus, for ¢ < 1 the solution U, has the formal

expression

U (t) = U, +eU'(t,7)|__t + Ut 1) e 4+, (2.2.0.23)

_1t
e
where U, is an absolute equilibrium.
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We plug our ansatz (2.2.0.23) into the equation (2.2.0.22), using the rule

o, U(t, é) =0,U + %&U and match powers of €. The lowest order is O(1):
O(1) : 0,U' + AU = 0. (2.2.0.24)
where the first order differential operator A is defined as
AU =T, - G-9,U (2.2.0.25)

where G = ®,. In the above expression, the notation ® denotes the function (or
matrix) ® evaluated at the constant state U,. For simplicity, from now on we drop
the bar and consequently ®, W, ®* ¥* will denote their evaluations at the constant
state.

Now we denote by H the set

H=UecDT"’)N: | Udx=0y, (2.2.0.26)
{ }

TD
where D(TP) denotes the test function space on TP | i.e., C*°(TP). The entropy

Hessian G defines a natural inner product on H:

(U,vy= [ U'-G-Vdx, (2.2.0.27)

TD
where V denotes the complex conjugate of the vector V. The most important

property of A is skew-symmetry under this inner product:

Lemma 1: Operator A is skew-symmetric under the inner product (2.2.0.27), i.e.,

(AU, V) = —(U, AV). (2.2.0.28)
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The proof of Lemma 1 is trivial. Using the inner product we can define a norm on
H as ||U||? := (U, U).

The solution of (2.2.0.24) is formally given by
Ul(t, 1) = e AU 1), (2.2.0.29)

where U'(t) = U(t,0).
Note that in the leading-order solution of the asymptotic equation in (2.2.0.29),
the fast scales and the slow scales are factored in a special form that we exploit below.
With the ansatz from (2.2.0.23) substituted into (2.2.0.22), the terms of order

O(e) vanish provided that

O(e) : 0.U% + AU? = f(U), (2.2.0.30)
where
D
f(U') = -9, U' + Y 9. [D*-G-0,U"]
a,B=1

D
— 52 o AT [Puna s (U@ U] + 035, 0 [G- U 0 G- U},
(2.2.0.31)

Using the entropy structure, we have the following relation:

Lemma 2:

U2 [ s (URU) = =02 - By - D%y ¢ [P - UR Py - U] . (2.2.0.32)

vvv

Proof of Lemma 2: Let V = G-U. From the relation ®,,,(U)- &%, (V) = I, we have

U=}, V. Then

U, U, Uy = Ut Dy, p O V, V. (2.2.0.33)

kq = np
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Differentiate the relation ®,,(U) - ®% (V) = 1. This yields

9u, ;i (U) P, (2u(U)) = =25 (U)dv,, P, (V)0u, Vi , (2.2.0.34)

ie.,

Combining this with (2.2.0.33), and recalling the relation ®,,,®},, = d,p, we derive

U35 PjenUn Uy = =W 05 0p @ @,V Vy

kqm
= — U P 6y V, V (2.2.0.36)
= —\Pffq)jkq)zququ.

Thus we proved (2.2.0.32). O

Using the relation (2.2.0.32), we can rewrite (2.2.0.30)

0,U% + AU? = —9,U' — Q(U' , UY) + D(UY), (2:2.0.37)

where

Q(U,U) := 9,(U,U) — Q,(U, )
(2.2.0.38)

=10, V. (G- UG -U)- 140, : (G- UG- U),

— 9 ¥vyvv VvV

D(U) :=D* .G -09,5U. (2.2.0.39)

As is typical of singular perturbation problems, the O(€) equation (2.2.0.30) involve
the second-order perturbation U?, which therefore need to be eliminated in order to
obtain a closed set of equations for the limit solution U'. The standard method to
do so is by the sublinear growth condition, i.e., the condition that the second-order
perturbation terms be o(7), so that the ordering of the expansion remain correct up
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through the value % of the fast time 7 actually occurring in the expansion (2.2.0.23).

More precisely, we require the sublinear growth condition for the fast variable,
|U%(t,7)] = o(r) uniformlly for 0<t<ZL. (2.2.0.40)

In order to calculate the sublinear growth condition, we find the solution of (2.2.0.37)

explicitly by the Duhamel formula:

AU = U(t, 7)| =0 — 70, U (1) — / e AQ(e7* AU e~*AUY) ds
. 0 (2.2.0.41)
+ / eAD(e AU ) ds .
0

Since A is a skew-symmetric operator on H, the operator e™* preserves the norm
in H, so e™U? satisfies the sublinear growth condition in (2.2.0.40) if and only if
U? does. In addition, U?(t,7)|,—¢ is independent of 7, so lim,_q $U?(t, 7)|,—0 = 0.
Thus, from the explicit formula (2.2.0.41), we observe that (2.2.0.40) is satisfied

provided that U(x,t) satisfies the following averaged system :
o, U+ Q(U,U) = D(U), (2.2.0.42)

where Q(U,U) = Q,(U, U) — Q,(U, U) and
— 1 (T
Q,(U,U) =1 Jim / ATV (Ge UG- *AU) ds,
0
o T
Q,(U,U) = %jllm —/ SAADE L Ge*AURG-e*AU) ds, (2.2.0.43)
0
1 [T
D(U) = lim —/ A ADY.G-0,5(eAU) ds .
T—oo T 0
Remark: Actually Q(U, U) has a much simpler form. It is exactly the quadratic

term in the Taylor expansion of F*(U), i.e.,

Fou = [P35y — (U5, - Puu) - BUuy ]+ Puu © Py - (2.2.0.44)

vvv vvv
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Proof of (2.2.0.44): Using the relation ®,,(U) - @}, (V) =1, we have
o = (U ) - B (2.2.0.45)
Differentiating this respect to V, we derive

I (TR Byy) - BF L = (U5 Byy)y - B (2.2.0.46)

vvv vvv

So the right-hand side of (2.2.0.44) equals to (V- Pyy)v - Puu. Here we again use the
relation @, (U)-® (V) = 1. We know that F*(U) = Ui*(®,,). Differentiating with

respect to U again, and noting Vy = &

vV

finally we have F&, = (V% . Dy, )y - PL, .
Thus we proved (2.2.0.44). O

Although F¢  is easier to calculate than the expression in (2.2.0.38), from the

«
uu’

explicit form of F¢ , we could not see the role of the entropy-entropy flux and their
Legendre transformations which play the key role in our later analysis; see the next

section.

2.3 Properties of the Averaged System

In this section, we will derive the detailed form of the averaged system. The
hyperbolicity at the constant state U, implies that the N x N matrix A(k) := k¥* G
has N real eigenvalues: (k) < \y(k) < -+ < Ay(k), for any wave number k € ZP.
The corresponding right eigenvectors are 1, (k, ) - - - , 7y (k) which can be normalized

as

(&, )" (K)) = 0w, a,b=1,2,---,N. (2.3.0.47)
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Define ¢°(x, k) = n°(k)e’ *. We claim that ¢°(k) is an eigenvector of the first order
differential operator A which is defined in (2.2.0.25), i.e., A¢’(k) = i\b(k)@®(k).
Proof of the claim:
Ag' (k) = U3 G-0a¢”
— i A(K) -0 (k)™ (2.3.0.48)
= X (k)¢ (K).
and from linear algebra we know the {¢°(k)}, for b = 1,2,--- N and k € ZV

generates an orthonormal base of the Hilbert space H which is defined in (2.2.0.26).

Proposition 1: The averaged diffusion operator D has the structure:

D(U)= Y 8.,.D™(U), (2.3.0.49)

a,B=1

where ﬁaﬂ(U) is given by its Fourier coefficient

ﬁTﬁ(TJ)(k) = > CHRUK)(k), (2.3.0.50)

A (k)=Xb (k)

and

Cay (k) = (D*-Gn (k) , " (K)) ,

(2.3.0.51)
Ut(k) = (U, ¢%(k)) .
Proof of the Proposition: Note that
AU = A (U k)¢ (k) = Ub(k)e Mg (k) . (2.3.0.52)
Then
N
DG 0ag(e™U) = = > Y kKU (k)e N PDY.G-¢*(k).  (2.3.0.53)
a=1 ke7l

35



Note that

N
DY.G-¢"(k) = Y Y (DG ¢ (k) ¢"(1))6"()
b;l ez? (2.3.0.54)
=D (D-G-¢"(k),¢"(k))¢" (k)
b=1
then
N
DY G¢(k)) = Y Cof (k) ®eb(k). (2.3.0.55)
b=1
Thus
D(U) = —k°k’ lim 1 / N CoP (k) U (K)e N (=X 0D gb (k) ] (2.3.0.56)
T

Recalling that the Riemann-Lebesgue lemma guarantees that the only nontrivial
contribution in the above time averaging is the case A\*(k) = A’(k), this yields

D(U)=-kk" Y  CykU k)" (k). (2.3.0.57)
e (k)=Ab(k)

Noting that —k°k’¢?(k) = 9,5¢°(k), we finish the proof of the proposition (1). O
Remark: The special case of the numbers C’g‘bﬁ (k) has been used in the construction
of diffusion waves when considering the large-time decay of compressible Navier-
Stokes equations by T.-P. Liu and others [56, 57]. They considered 1-D and strictly
hyperbolic case. It is reasonably to expect that C’jbﬁ (k) will play an important role
when consider the diffusion waves of multidimensional, fully compressible Navier-
Stokes system which is a non-strict hyperbolic.

Now it is easy to derive that

(D(U),U) = —k°k” Z 8 (k) U (k)T (k). (2.3.0.58)

A4 (k)=Ab(k)
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Define a family of vector-valued functions W¢ = 9, U, where a« = 1,2,--- , D. Then

it is easily to derive

W2 (k) = (W 07(0) = - [ U"-G0,0°(10 dx
(2.3.0.59)
= —ik*U(K).
Thus
(D(U -3 Y RWIRW, (k). (2.3.0.60)

KeZD X (k)=Ab(k)

Note that A(k) is homogeneous in k, then A(k/|k|) = A(k)/|k|, and n°(k) =
n°(k/|k|), then C%’(k) = C°’(k/|k|). When the spatial dimension D = 1, and the

inviscid part of the hyperbolic-parabolic system is strictly hyperbolic,

- =3 C*(K)[2,U(K), (2.3.0.61)

keZ

where C°(k) = (D-G-n°(k),n°(k)). If C°(k) > 0, because C®(k) = C°(k/|k|),
then from the compactness of the unit sphere, there exists a 6 > 0, such that
C*(k) > . Thus —(D(U),U) > §||0,U||3, i.e., the averaged diffusion operator D
is strictly parabolic. The condition C*(k) = (D-G-n°(k),n°(k)) > 0 is the so-
called Kawashima condition [43, 44] which has a wide application in the large-time
behavior of the 1-D diffusion waves [56, 57].

In the general case, similarly we need only to consider the diffusion wave
numbers C%’(k) on the unit sphere |k| = 1. From the compactness of the unit
sphere, —(D(U), U) > 0 will imply —(D(U),U) > §(V,U,V,U) for some § > 0.

We will give a sufficient condition that guarantees this strict parabolicity.
Proposition 2: If —ADA|xup) > 0, then there exits a § > 0, so that
—(D(U),U) > §(V,U,V,U). (2.3.0.62)
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Proof of the Proposition: From the argument above, we need only show that
—(D(U),U) >0 (2.3.0.63)

under the condition —ADA|nup) > 0. We prove this by contradiction. Suppose

there exits a nonzero U € RY so that DU = 0, i.e.,

1 [T

lim — / (eMDe U, U)dt = 0. (2.3.0.64)

T—oo T 0

Define a function F(t) = —(eDe U , U), then F(t) has the following properties:
1. F(t) > 0;

2. limy_o0 fOT F(t)dt = 0;

3. F(t) is an almost-periodic function in ¢.

Then from the standard theory of almost-periodic functions (see page 20, [2],) F'(¢)

0, for all t > 0. In particular, F"' () = 0, for all ¢ > 0. It can be easily shown that

1

F'(t) = (A?De U, e7U) + (DA%~ U, e 4U)
(2.3.0.65)
+ (—2ADAe U, e AU) .
Note that F(t) = 0 implies e =AU € Null(D) and the relation (DU, V) = (DV , U).

Then the first two terms in above identity vanish. This yields that

1

F'(t) = (-2ADAe U, e4U) . (2.3.0.66)

The condition —ADA|nuipy > 0 implies that F "(t) > 0. Contradiction. Thus we

finish the proof of lemma. O
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Remark: the condition —ADA|nupy > 0 is slightly stronger than Kawashima
condition in multi-D case. Kawashima condition states that the diffusion operator
D is dissipative if and only if the eigenvector of A is not in Null(D). It heavily
depends on the spectrum of the operator A. Our condition is only sufficient, but is
much easier to check.

Now we calculate the convection term Q(U , U) in the averaged system .

1 T
= —1 lim 7 / (T2 G- MU ® G-e*U , 0,49 (k)) ds¢? (k)

2 oo o VvV
1 [T 4 .
_ %?:ka Illm T / / IﬁfﬁﬁUb(m)Uc(n>623[)\b(m)+)\c(n)7)\a(k)]671(m+n7k).x ds dX¢a(k>
—e 0 JQ

= 3ik* Y [etU(m)UC(n)¢t (k)
m+n=k
AP (m)+A¢(n)=X%(k)
(2.3.0.67)

where

Iabc,a — PR Gna(k) ® an(m) ® Gnc(n) ) (23068)

kmn VvV

Note that A,(—k) = —A,(k) and n*(—k) = 5%(k). Then IZ*>* = 1> and

kmn —kmn

0,(U,U) = —Lik~ > 12200 (m)U(n) ¢ () . (2.3.0.69)
k+m+n=0
A%(k)+AP (m)+2¢(n)=0

We can easily derive

(0:(U,U),U) = —Lik® > 120U (k) UY(m)U(n) . (2.3.0.70)
k+m+n=0
A%(k)+AP(m)+A°(n)=0

abc,a .
Ikmn 1

Note that the 3-tensor U

Oy 1S symmetric, then the interaction numbers

S
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invariant under the permutation of k, m, and n. Then

<@1 (U ) U) ) U>
=—Li(k+m+n)® > [P0 U (k) Ub(m) U°(n) (2.3.0.71)
k+m+n=0
A% (k)+AP (m)+A°(n)=0
=0.
Similarly, we can derive
9,(U,U) = —3ix"(k) > Jere U(m)U ()¢’ (k),  (2.3.0.72)
k+m+n=0
A%(k)+AP(m)+A%(n)=0
where
S, = By : G (k) © Gonf(m) & Gof(n) (2.3.0.73)
and
<§2(U ) U) ) U>
= —3iA"(k) > i U? (k) U* (m)U(n)
k-+m+n=0
A% (k)4 (m)4-A¢(n)=0
= —35i(\*(k) + X*(m) + A°(n)) > Tt U? (k) U® (m) U*(n)
k+m+n=0
A% (k)42 (m)+A%(n)=0
=0.
(2.3.0.74)

Our calculations show that the quadratic term Q(U,U) has some good proper-
ties. Actually we have proved the following lemma which states that the nonlinear
term Q(U, U) is orthogonal to U, so it does not contribute to the energy estimate.
Furthermore, it has a divergence form. This property is an analogue of that for
convection term in the incompressible Navier-Stokes equations. It will play a key
role in the proof of global weak solutions.
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Proposition 3: The convection term in the averaged system has the following prop-

erties:

1. 9y has divergence form

Ql(U7 U) = vaI(Ua U) ;

2. Q, has of the form

QQ(U, U) = ABQ(U, U) ’

3. Q does not contribute in energy estimate

(Q(U,U,)U) =0,

where B, (U, U) and By (U, U) are given by their Fourier coefficients.

—

B.,(U, U)(k) =

and

—

B,(U, U)(k) =

abc
I kmn

D> U (m) U (n)n* (k)

a=1 b,c=1

2

m+n=k
AP (m)+A¢(n)=X%(k)

>

m+n=k
/\b(m)—i-/\c(n):)\a(k)

N N
1
2 mn
b,c=1

a=1

Jiren U” (m) U ()" (k).

(2.3.0.75)

(2.3.0.76)

(2.3.0.77)

(2.3.0.78)

(2.3.0.79)

In the original hyperbolic-parabolic system, the first-order operator A and second-

order operator D do not commute. The time averaging brings some nice properties

that the skew symmetric operator A commutes with the averaged diffusion and

convection operators.

Proposition 4: The

1. AD =DA;

averaged diffusion and convection terms satisfy:
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2. Q(et'U, etU) = e Q(U , U), for any U.
Proof: As shown in Proposition (1), for any U,

DU) = kK Y C Ut ).
A4 (k)=\b (k)

Then

AD(U) = —ikK"KU-G- Y Col (kU K’ (k)e™™
e (k)=Ab(k)

=—ikk? Y CP KUK (k) (k)™
A (K)=Ab (k)
Here we used the fact that kYU -G-n’(k) = \b(k)n°(k) .

DA(U) = —kk” > C(k)(AU, ¢"(k)n’(k)e™™
A (k)=Xb (k)

KK Y (UL A () ()
A (K)=Ab(k)

=—ik°k? Y O KU KA (k)" (k)e™ .
Aa (k)= (k)

(2.3.0.80)

(2.3.0.81)

(2.3.0.82)

Recalling the summation is taken on the resonant set A%(k) = A°(k) (because of

averaging!,) we prove that AD = DA. To prove part (2), we use the formulas
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derived in Proposition (3).

0, (U, U) = Jik® > [ (e, ¢ (m)) (€U, ¢°(n)) ¢ (k)

kmn
m+n=k
AP (m)+A°(n)=X%(k)

_ %ika Z Iabc,aez‘t()\b(m)+>\c(n))Ub(m)Uc(n>¢a(k)

kmn
m+n=k
AP (m)+A°(n)=X%(k)

= ik® > Lo Ub (m) U (n)e™ Mg (k)
m+n=k
AP (m)+A°(n)=X%(k)

1o abc,a c a
= 3k Y. L Um)Um)e4e” (k)
m+n=k
AP (m)+A¢(n) =% (k)

=0, (U, U).

(2.3.0.83)
Similarly,
(MU, MU) = 5N (k) Y S U (m)U(n)e ot (k)
m+n=k

Ab(m)—&-)_\t(n):)\a(k) (2.3.0.84)

= e Q,(U, U).
This completes the proof of the proposition. O

As a consequence, the following corollary can be easily derived.

Corollary 3: If U is a solution to the averaged system , then V. = eAU obeys the
following equation:
OV + AV +Q(V,V)=DV. (2.3.0.85)
Proof of Corollary: 0,V = —AetAU + e49,U . Then,
o,V + AV = ¢(—Q(U, U) + DU)
= —Q(e"U, U) 4 D(MU) (2.3.0.86)
=—-Q(V,V)+DV.
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O Remark: In many applications, the first order operator
A has 0 as eigenvalue. Then the null space of A is nontrivial. Usually, Null(.A)
and its orthogonal complement Null(A)+ have different physical meanings. Null(.A)
is usually called the “slow mode” and Null(A)* is called “fast mode” because the
operator €™ generated by the fast time scale 7 = £ does not affect Null(A). The
averaged system usually behaves significantly differently on slow and fast modes. In
applications, for example, the Navier-Stokes system for compressible gas dynamics,
or other nonlinear system in plasma physics, continuum mechanics, we project the
averaged system onto these two modes to get so-called “slow equation” and “fast
equation”. In many cases, the slow equation could be completely decoupled from
the fast equation. We will see this from the following sections on the Navier-Stokes

system for compressible gas dynamics.

2.4 Global Weak Solutions to the Averaged System

The main goal of this section is to prove the existence of global weak solutions

to the averaged system

atU + @1 (U7 U) - QZ(U7 U) = ﬁU )
(2.4.0.87)
U(0,2) = U"(2),
where the averaged diffusion operator D is given by (2.3.0.49), while the averaged
quadratic terms Q; and Qs are expressed by (2.3.0.75), (2.3.0.78) and (2.3.0.76),

(2.3.0.79) respectively. The weak solutions we seek are in the same spirit as the

Leray theory of global weak solutions to the initial-value problem for Navier-Stokes
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system [47]. Before we state and prove our main theorem of this chapter, we set
up some rigorous mathematical notions, such as the function spaces in which weak
solution are defined, the definition of weak solutions, and the statement of the main

theorem.

2.4.1 Mathematical Setting for Averaged System

In this section, we present some function spaces in which weak solutions are

defined. First we define the Hilbert space H

H = {UeLQ(dx,CN): de:o}, (2.4.1.1)
™D
and a subspace of H, called V,
V= {U ceH: [ |V, UPdx< oo} : (2.4.1.2)
™D

In order to define the weak solutions of the averaged system , we need to introduce
the principle spaces involved. Given any Banach space X with norm || - ||x and
1 < p < oo, the space of (equivalence classes of ) measurable functions V. = V()
from [0, 00) into X such that ||V|x € LP([0,T]) for every T" > 0 will be denoted

Lp

loc

([0, 00,)X), and finally C([0, 00); w-X) will denote the space of continuous func-
tions from [0, 00) into w-X, which denotes X equipped with its weak topology. This
means that V € C([0, 00); w-X) if for every ¢» € X* the function ¢ — (V(t,)) is
in C'([0,00)) endowed with the usual topology of uniform convergence over compact
intervals. We remark that L} ([0, 00,)X) and C([0,00); w-X) are Fréchet spaces

rather than Banach spaces. As such, their topologies are completely determined by

the class of convergence sequences.
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Definition 2: A weak solution to the averaged system (2.4.0.87) is a vector valued
function U(t,z) that belongs to C(]0,00); w-H) N L%([0,00); V), and satisfies the

averaged system in the following weak sense:

(Ult20) = (Ut ) = [ (B(U.U) V) d
h (2.4.1.3)

to

to

— / (B2(U, U, )Ax) dt + / (8gﬁaﬁ(U, )0ax) dt =0,
t1 t1

for every [ti,ts] C [0,00), and every y € VN CY(TP).

The main theorem of this section is

Theorem 4: (Leray-Type Global Weak Solutions) If the diffusion operator D in
the averaged system (2.4.0.87) is strictly dissipative, i.e., there exists a 6 > 0, such
that

—(DU,U) > 4§(U,U). (2.4.1.4)

Then, for any given initial data U™ € H, there exists at least one U € C([0, 00); w-H)N
L3([0,00); V) that is a weak solution to the averaged system (2.4.0.87). Moreover,

for every t > 0, U satisfies the dissipation inequality:
! 8
2 e n||2
U@+ [ (0.7 (U)0)de < YU (24.1.5)
0
From Proposition 2, we immediately have the following corollary

Corollary 4: Given an absolute equilibrium U, if the hyperbolic-parabolic system

(2.2.0.22) satisfies the structure condition

—A'D.A‘Nu]](p) > O, (2416)
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Then, for any given initial data U™ € H, there exists at least one U € C([0, 00); w-H)N
L*([0,00); V) that is a weak solution to the averaged system (2.4.0.87). Moreover,

for every t > 0, U satisfies the dissipation inequality (2.4.1.5).

2.4.2 Proof of the Existence of Global Weak Solutions

The strategy of the proof follows that introduced by Leray in the context of
the Navier-Stokes equations, as well as to that of many other existence proofs for
the weak solutions of other equations. Roughly, the idea is to construct a sequence
of solutions to equations that approximate the averaged system , then show that
the sequence is relatively compact in a topology that is strong enough to allow us
pass from the approximate equation to the limit for any converging subsequence.
This involves striking a balance between the facts that compactness is easier to
establish for weaker topologies, while convergence is easier to prove in stronger
topology. Uniqueness can never be asserted by such a compactness argument, but
often requires the knowledge of additional regularity of the solution. In Chapter 3,
when we apply our theory for the general hyperbolic-parabolic system with entropy
to Navier-Stokes system of compressible gas dynamics, the averaged system depends
by a solution to the Navier-Stokes equation which does not has good regularity to
guarantee uniqueness. So its solutions are not unique. Then, for general hyperbolic-
parabolic system, Leray-type solutions are the best we can expect.

Proof of the Theorem: We use the classical Galerkin approximation method. The
proof proceeds in four distinct steps.

Step 1. Construct a family of approximation solutions U™ by any method that
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yields a consistent weak formulations and an energy relation. We use here the
Fourier-Galerkin method. Let P,, : H — H denote the L?>— orthogonal projection

onto the span of slow Fourier modes of wave number k with |k| < n:

N
P, U= > ) U, (2.4.2.1)
k a=1

k[<n
where Ug = U?%(k) and ¢f = ¢%(k).
The Galerkin system of order n is the system

(2.4.2.2)

U™(0,z) = P,U™(x).

Let U™ =Y, 37 U™ (1)¢g with [k| < n. The above Galerkin system, after
taking inner product with ¢y, for 1 <a < N, can be reduced to

N
d
Z1yn)a kok”? aBy1(n,)a
dtU (t) + ;bZl CoyUYA(t)

A% (Kk)=\b(k)

kmn

+ 5ik* > L U (m) U (m) (2.4.2.3)

m+n=k
AP (m)+A°(n)=X(k)

+ 3iA (k) > Jeve U (m) U (n) =0,

kmn

m+n=k
)\b(m)—i-)\c (n)=X*(k)

with the initial data Up™® = (U™, ¢¢), where k € TP, and |[k| < n. Thus the
Galerkin system of order n (2.4.2.3) is a constant coefficient ODE system. The
nonlinearities are quadratic polynomials, hence locally Lipschitz. Then guaranteed
by the Picard-Linderof existence theorem, there exists a T* > 0, such that the
Galerkin system has a solution on [0, 7).

It can be shown that U™ satisfy the weak form of the regularized system
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(2.4.2.2):

(UM (ta,)x) — (U™ (11, )x) — / t2<B1(U(")7 U™, )V,x) dt
h (2.4.2.4)

to to
_ / (Bo(U™ UM ) Ay) dt + / (9.0 (U™ )azx) dt =0,

t1 t1

for all Y € HN CY(TP). Taking inner product U™ with the Galerkin system, we

obtain

1d — _
5T + (0,07 (U™, )9,U) + (P, 0, (UM, UM))
2dt (2.4.2.5)
+ (P, Q,(UM™ UM)) =0.
To finish the step 1, we need to derive the energy identity for the approximate
equation, which is an consequence of the key orthogonality property of the averaged
quadratic terms Q; and Oy, i.e., the part 3 of the Proposition (3). We state it again

here:

(0,(U,U),U)=0, and (Qy(U,U),U)=0. (2.4.2.6)

Applying the above identities to (2.4.2.5), we immediately derive the energy identity

for the solutions to the Galerkin system (2.4.2.2):

to —
U+ [ @D U)oU) de = U@, (2427

t1
for every [tq,ts] C [0, 00).
The above energy identity immediately yields a global L?—bound on the so-
lutions to the approximated equations.
Step 2. Show that the sequence U™ is a relatively compact set (has a compact
closure) in

C([0, 00) , w-H) A w-L

loc

([0,00), w-V) (2.4.2.8)
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Proof of Step 2. The energy identity for U™ along with [[U™|Z < [[U™|2,

implies that
1. The sequence U™ () is uniformly bounded in H, for any t € [0, 00), i.e.,

sup Z U™@)? <C, uniformlyin n, (2.4.2.9)

0= kj<n
2. fOT@aﬁaﬁ(U(”), )05UM) dt < C, uniformly in n.
for any 0 < T < co. The uniform bound 1 above implies that
e U™ is relatively compact in w-H for every ¢ > 0.

Recall that the key structure assumption —ADA|xuyp) > 0, Proposition (2) implies

that there exists a 6 > 0, such that

T T
5/ VUM @)% dt < / <8QEQB(U(”), )0,UM™Y dt < €', uniformly in  n.
0 0
(2.4.2.10)

This implies that
U™ s bounded in  L*(0,T;V) uniformly in n, (2.4.2.11)
for any 0 < T' < co. This uniform bound implies immediately that

e UM is relatively compact in w-L2 ([0, oo, )w-V).

In order to complete Step 2, it must be shown that U™ is a relatively compact set
in C(]0, 00); w-H). This compactness requires more than just boundedness because
of the strong topology over t. Because H is L*(T?), we appeal to the Arzela-Ascoli
theorem which asserts that U™ is a relatively compact set in C([0, o0); w-H) if and
only if
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Al UM is a relatively compact set in w-H for every t > 0;
A2 U™ is equicontinuous in C([0,c0), w-H).

The condition A1 has also been proved from the energy identity. In order to establish

A2, we must show that for every xy € H we have
A2 (UM(t),x) is equi-continuous in C([0, 00)).

This is done by first establishing A2’ for y in C*° and then using a density argument
to extend to the general case of y € H.

Proof of A2’: From the weak form of the regularized system (2.4.2.4):

(UM(ta,)x) — (U™ (t1,)x)

t2
:/ (B{(U™, U™ )V, x) dt+/ (By (U™ UM ) Ay) dt (2.4.2.12)

t1 t1

to
N / (0.0 (U™ )a) dt,

t1

for all x € HN CY(TP).

We need to estimate the three terms on the right-hand side. Notice that

BOUYU 1YY Y RSP

a=1 b,c=1 m+n=k
AP (m)+A°(n)=A% (k)

N N
B,(U™, U™) =§ZZ Yo e URUet (k)

m+n=k
AP (m)+A () =A° (k)

(2.4.2.13)

where the wave number k is taken summation over the set |k| < n. From the

definitions of the interaction wave number I and J2% . it is easy to see both are

uniformly bounded, i.e.,

bl <C, il <C. (2.4.2.14)

kmn
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Then

(B (U™, UM )V, )| < Oy (U2 (Ul
Im|<n In|<n (2.4.2.15)

<C.

similarly

(Bo(U™, UM A < C[ D (U223 (Uh))2):
lm|<n In|<n (2.4.2.16)

<C.

Thus we have the estimates

to
/ (B, (U™, UM )V, ) dt‘ < Clt—t1].

t1

(2.4.2.17)

to
/ (By(U™, U™ ) Ayx) dt‘ < Clty —t] .

t1

Under the structure condition —ADAxupy > 0, the third term on the right-hand

side

to t2
—af n —af n
/ (0D (U™, )8px) dt‘ < C/ 186 D" (U™) [l g dt

t1 t1

to
SC\tQ—tly%/ IV, U2 dt (2.4.2.18)

t1

T
smm—hﬁ/HUW%ﬁ-
0

(2.4.2.17) and (2.4.2.18) yield the equi-continuity of (U™ (), x):
(UM (t2) . x) = (U™ (11) )| < Cltz = ta] + Clta = 12 (2.4.2.19)

Hence the equi-continuity for every x € C>(TP). To extend the class of test func-
tions from C* to H we use a standard density argument. Let n > 0 be arbitrary

small number. Choose a x, € C* with

n

1
O — (2.4.2.20)
31U ||y

Ix = xnll2 <
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By the triangle inequality

(U (t,)x) = (U™ (81, )x)]
= (UM (ty) = UM(t1), xy) + (UM () = UM (t1) , x — xy)]

(2.4.2.21)
< Ix = xull2 U™ ) [z + I1x — X210 (81) |

+ (UM (ty) = U™ (t) x|

Recalling the uniform bound in i, we have

(U™ (£, )x) — (U™ (#,)y)] < L 4 g + (UM (1) = U™ (), x,)|  (2.4.2.22)

w

Applying (2.4.2.19) to the C* function y,, we may choose |t —¢;| small enough so
that the last term in (2.4.2.22) is less than 7. This establish the A2 and completes
the proof of step 2.

Step 3. Show that the sequence U™ is a relatively compact set L2 ([0, 00), H)
considered with its usual strong topology.

Proof of step 3. The crucial point is to use the results of step 2 along with the

following imbedding lemma.

Lemma 3: The injection

C([0,00), w-H) A w-L3. ([0, 00),w-V) — L% _([0,00),H) (2.4.2.23)

loc

15 continuous.

Proof of the Lemma: see [21] page 293, Lemma.
Step 2 states that U™ is a relatively compact set in both C([0, co) , w-H) and

w-L?

ine([0,00), w-V), and because the continuous image of a compact set is compact,
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2
loc

it follows that U™ is a relatively compact set in L2 ([0, 00),H). Hence, any subse-

quence of U™ that converges in both C([0, c0) , w-H) and w-L?

loc

([0,00), w-V) will

be strongly convergent in L ([0, 00),H). This completes the proof of Step 3. O

loc

Step 4. Passage to the limit. That is, the weak solution U in the Main Theorem
is defined as the limit of a convergent subsequence of U™, The fact that this
subsequence converges in the various function spaces is used to verify the weak form
of (2.4.0.87) and the energy relation (2.4.1.5).

Proof of Step 4. Step 2 ensures that there is a subsequence of U™ which we also
refer to as U™, that simultaneously converges to a limit U in C([0,00), w-H) and

2
W- Lloc

([0,00),w-V). Thus, U € C([0,00),w-H) N L _([0,00),V). Step 3 ensures

loc

the strong convergence of U™ to U in L

([0,00),H). All that remains is to show
that the limit U satisfies the weak form of the averaged system (2.4.1.3) as well as
the energy inequality (2.4.1.5). Toward this end we check convergence of each term
in the respective regularized versions, (2.4.2.4) and (2.4.2.7).

For any y € H N CY(TP), the convergence of U™ in C([0,00),w-H) to U
yields

(UMt )x) — (Ut,)x) (2.4.2.24)

for every t > 0. The convergence of U™ in L2 ([0,00),V) implies

loc

to t2
fi / (9.0 (U™ )asy) dt — fi / (9.0 (U, )05y dt . (2.4.2.25)

t1 t1

The averaged convection terms Q;(U, U) and Q;(U, U) are more involved. They

are quadratic in U. The strong convergence U™ in L2

([0, 00), H) leads to

Q,(UM™ U™ \WV,x)dt — 0,(U,U,)V,x)dt. (2.4.2.26)
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It is the same for Q.
Thus the limit U satisfies the weak form of the averaged system (2.4.1.3).
Recalling that U™ € H, it is easy to see its limit is also in H,.

Now, to recover the energy relation (2.4.1.5) start from its regularized version

2

T
n =aob n n in
1 )(t)||1%1+/0 (0,D""(UM™)  95UM) ds = ||P, U™ |3 . (2.4.2.27)

First examining the right side of above identity, the strong convergence of the
initial data in H implies

PR U™ — 1075, (2.4.2.28)

while the strong convergence of U™ in C([0, 00), w-H) , together with the fact that
the norm of the weak limit is an eventual lower bound to the norms of the sequence,
yields

SO < Siminf [UD(0)]2. (2.4.2.29)

2
loc

Similarly, the convergence of U™ in w-L2 ([0, 00),w-V) implies

T T
/ (0.0 (U),0,U) ds < limint [ (9.0 (UM),0,U0MYds.  (2.4.2.30)
0

n—oo 0

Hence, the energy relation is satisfied and the main theorem is proved. o
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3. WEAKLY COMPRESSIBLE NAVIER-STOKES SYSTEM

In this chapter, we study the weakly nonlinear approximation of the compress-
ible Navier-Stokes system about an absolute equilibrium. Because the compressible
Navier-Stokes system is a special case of the hyperbolic-parabolic system with en-
tropy, we can apply the general theory developed in Chapter 2 to this specific system.

For the compressible Navier-Stokes system, the first-order operator A is the
acoustic operator. We precisely describe the null space and its orthogonal comple-
ment space of A by explicitly formulating the eigenspace of A. The incompressible
mode Null(A) includes the incompressibility and Boussinesq relations, while the
acoustic mode Null(A)+ describes the propagation of fast acoustic waves.

In this chapter, we explicitly derive the averaged system of the compressible
Navier-Stokes system, and describe its behavior in the incompressible and acoustic
modes respectively. We show that the projection of on Null(.A) is the corresponding
incompressibility model, while the projection on Null(A)+ describes how fast oscilla-
tions propagate. The averaged system of compressible Navier-Stokes system satisfies
the structure condition given in Chapter 2, so the existence of global weak solutions
to the averaged system is a consequence of the general existence theorem proven in
Chapter 2. Furthermore, we use a Littlewood-Paley decomposition, we show that

in the time interval of the existence of the regular solution of the incompressible



Navier-Stokes equations, the averaged system in the acoustic mode Null(A)* has
higher regularity.

In section 1 of this chapter, we introduce the general Navier-Stokes system for
compressible gas dynamics. In section 2, we analyze in details the acoustic operator
A. In section 3 and 4, we derive the projection of the averaged system onto the
slow mode Null(A) and fast mode Null(A)1 respectively. In section 5, we prove
the global existence of Leray-type solutions to the orthogonal averaged system. All
results of this section are application of the general theory of Chapter 2, so could
be considered as a concrete example of the last chapter. In the final section, we use

Littlewood-Paley decomposition to prove higher regularity.

3.1 Navier-Stokes System for Compressible Gas Dynamics

The Navier-Stokes equations for compressible gas dynamics can be written in

the conservation laws:
Op+ V- (pu) =0,
O(pu) +Vy - (pu@u) +Vep=—-V, - X, (3.1.0.1)
Oy [p(% +e)} + V- [(p(% te)+tpul=-Ve- (Z-utq),
where p = p(t,z) denotes the density, u = u(t, z), the velocity field and e = e(t, ),
the internal energy per unit mass (see for example the introduction of P.-L.Lions’

book [54].) We are concerned with the evolution of (3.1.0.1) for positive time ¢. We

restrict ourselves to the case of a Newtonian gas so that the viscous stress tensor

57



reduces to
Y(u) = —pu[Veu + (Vou)'] = AV, - ul

= —u[Vou+ (Vou)' — 2V, -ul] — (A + Z0)V, - ul (3.1.0.2)

= —po(w) — 4+ 20)V, - ul
where o(u) = V,u + (V,u)' — 2V, - ul, and X and p are the so-called Lamé
coefficients. In general A and p are functions of p and 6. For viscous gases, the strict
dissipativity of the viscous term implies that 3(u) - V,u > 0, which equivalently
means

po(u) : o(u) + (A + Zp0)(Vy - u)* > 0. (3.1.0.3)

Then p > 0 and A + %,u > 0. The heat flux vector ¢ is given by ¢ = —kV .60 where
k in general is a positive scalar function of p and €. For a general gas, the internal
energy per unit mass e is a function of p and #, while the pressure p is a function of
e (thus ) and p, i.e.,

p=p(p,0), e=ce(p?b). (3.1.0.4)
As we mentioned in the introduction, our primary interests are the hydrodynam-

ics from the Boltzmann equations, the kinetic theory of gases (monatomic gases)

indicates that the Stokes relation should hold. namely
A 2p=0, (3.1.0.5)

where D is the spatial dimension. We also assume e = #9, the pressure p =

%, v = 22 We want to remark that all

(v —1)pe = pb, for a monatomic gas, ¢, = -

the calculations in this chapter could be generalized to general gases without any

serious modifications.
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Now we define the conservative variables for the Navier-Stokes equations for

(polytropic) ideal gas:

U= (U07 U7 U4)
(3.1.0.6)
= (p, pu, 3plul” + 27p0)
or
2
p:U07 uz%? 6:(7_1)(%_%)’
(3.1.0.7)
2
P=(r- 1)U - 5.
For the viscous ideal gas, there is a natural physical entropy:
S =pl 0 3.1.0.8
:=pln 1) (3.1.0.8)
Expressed in terms of conservative variables, the entropy becomes
(-1 o)
®(U) :=—-Uyln — o |- (3.1.0.9)

As introduced in Chapter 2 (2.1.0.13), we define the entropy variable V as V =

Va®(U):
—Us+pe(y+1—5)
Uy
Vo= (3.1.0.10)
= e Us ) .1.0.
Us
~U,
where pe and s in terms of U are
pez&;—%, s=In (%) . (3.1.0.11)
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The inverse mapping V +— U is given by:

-V,
Vi
U=pel v, |- (3.1.0.12)
V3
V|2
=5
where pe and s in terms of V are
1
_ —1 s
pe = ((1V41)”>7 eXp(7—1)> s=v—Vo+ ‘2\94 (3.1.0.13)

By the definition (2.1.0.14), after tedious but straightforward calculations, the en-

tropy potential ®*(V) is

- L +Vy— N
(V) = (y — )71 (=Vy) T Xp( ! o 2V4> . (3.1.0.14)
The entropy-flux ¥(U) = (D(U)U%, so the entropy-flux potential ¥*(V) is defined
as
1 7+ Vo - 2v|2
(V)= (y -1V (%)” exp ( po— 4) : (3.1.0.15)

After complicated algebraic calculations, we find the explicit expressions of the
quadratic and the dissipation terms in the weakly nonlinear asymptotics of the
compressible Navier-Stokes system. (see definitions in (2.2.0.38) and (2.2.0.39))

Denoting W = G - U, and W = (W, W, W), we obtain

ﬁv [W(Wo + -5 Wyl
ﬁv (W © W] + 51 Vo [ W2
Q,(U,U) = . (3.1.0.16)
T Va W2 5 Vo (Wo + 25 Wo)2,
(7_+)3V [W(Wo + 25 W,)]
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oz Ve [W(Wo + 15 W)

QU,U)=|_2_v, |W|? + e vV W3+ —l)gvx(wo + %W;;)Q

1)2

—v [W(Wo + 25 W)
(3.1.0.17)

Note that

W = (7Uy— (y—=1)Us, (y= 1)Uy, (y= 1)Uz, (y— 1)Uz, —(y = 1)Ug + (v = 1)*Uy)",

(3.1.0.18)
Using Q = Q1 — Oy, finally we have
0
QU U)= v, (UaU) -5 v,(UP) | (3.1.0.19)
20V, [U((7 — 1)U — Uy)]
0
DU) = | uA U+ (u+ AN)V4(V,-U) | - (3.1.0.20)

KA ((v — 1)Uy — Up)

Remark: The expression (3.1.0.19) of Q are different with (1.1.0.35). This is
because we expand conservative (U, U, Uy) variables here while expand (p,u,#) in
Chapter 1. Indeed, after taking averaging, they are coincide [42].

Then, the averaged system of the Navier-Stokes system of compressible gas

dynamics is:

1 /7 1 /7T
o,U + hm T/ e*AQ(e7*AU, e *U) ds = lim T/ e AD (e *U) ds .
0 0

T—o0 T—o0

(3.1.0.21)
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in other words,

2, U+ Q(U,U) =DU, (3.1.0.22)

where Q(U,U) and D(U) are given by (3.1.0.19) and (3.1.0.20) respectively.

3.2 Skew-symmetric Operator A
We denote by H the set

H= {U e D(TP)Y: | Udz= 0} , (3.2.0.23)

™D
where D(TP) denotes the test function space on TP | i.e., C*°(TP).
The entropy Hessian G at a constant state U* = (1,0, ﬁ) of the Navier-

Stokes system is a positive definite symmetric matrix

. 0 0 0 -1
0 ~4—1 0 0 0
G = 0 0 ~—1 0 0 , (3.2.0.24)
0 0 0 ~4—1 0
b= 0 0 0 (y-1)

For monatomic gases, v = %.

Let U(z),V(x) be two measurable vector-valued functions
U= (U, U, Uy", V=(Vy,V, V)", (3.2.0.25)
where U = (Uy, Uy, U3)T . G defines a natural inner product between U and V:

(U,V) = /TD(G -U,V)dz, (3.2.0.26)
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ie.,

(U, V) = / [UoVo + (7 — 1?UsV4 — (v — YUV — (v — DUV + (7 — 1)U - V] dx.
™D
(3.2.0.27)
Where (-, -) is the canonical inner product on Eulidean space, V denotes the complex

conjugate of the vector V. By this definition,

(U, U) = (7 - 1)/ Uf? da +/ Uo— (v = )UsPd + (v — 1)/ UP de,
TD TD TD
(3.2.0.28)
then (U,U) >0, “="if and only U = 0.

Now, we can define a first-order linear differential operator on the space H

A H—H (3.2.0.29)
by
AU) = i % (U35 (Du(UY)) - 4, (U™) - U], (3.2.0.30)
where .
P(U") =G, (3.2.0.31)

and the Hessian of the three entropy flux at V* = &, (U*) are

0 = 00 0 00 % 0 0
Y Y
_1 Y
771 0 0 0 (771)2 O 0 O 0 0
U = o= |_1 ]
wv 0 0o 00 0 [ v = 0 0 0 gy
0 0 00 0 0 0 0 0 0
0 0
_0 o7 00 0 | _o 0 7= 0 0 |
(3.2.0.32)
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- 0 00 ﬁ 0 -
0 00 O 0

@if, =10 00 0 o |- (3.2.0.33)

= 00 0

I 0 00 (7_”1)2 0 |
Where ¢ — 7 denotes evaluation at the constant state U* = (1,0, #) . After a

straightforward calculation, we obtain
V., U
AU =1 (v - 1)V, U, | - (3.2.0.34)
=V, -U

(v=1)

We know that the operator A is skew-symmetric, so that its eigenvalues are purely

imaginary. The symbol of the operator A is:

-0 1k 1ko 1ks 0 -
0 0 0 0 i(y— Dk
Ak) = |o 0 0 0 i(y — Dko| - (3.2.0.35)
0 0 0 0 i(y— 1)k
_0 Z%kl i%kg Z%kz& 0 |

The 5 ecigenvalues of A are i,/7|k[, —iy/7|k[,0,0,0, so that its kernel in H is non-
trivial. Null(A) and its orthogonal complement in H which is denoted by Null(A)~+
will play significantly different roles in weakly nonlinear asymptotics of the Navier-
Stokes system. So we need understand their structures which are described in the

following lemma.
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Lemma 4: The null space of the linear operator A and its orthogonal complement

i H can be characterized as:
1. Null(A) = {U €H:U=(UpyU,07,V, U= o} :
2, Null(A)- = {U €H:U = (Uo, U, Uy)", Uy = 2 Ug, U = Vm(p} .

Proof of Lemma: The proof of (1) easily follows the definition of the operator .A.
AU = 0 implies that U is divergence free and Uy is a constant. Since every vector-
valued function in H has mean value 0, this constant should be 0.

The proof of part (2) follows from (1) and the definition of the inner product

associated with H. When AU = 0,

(AU, V) — /

TD

[VUO(VO ~ L) 4y~ 1U - V] de, (3.2.0.36)
Thus the relations V, = ﬁ\/o and V = V¢ follow. O
Definition 3: We define two subspaces of H:
H, = Null(A), Hy = Null*(A4). (3.2.0.37)
Since the operator A is skew-symmetric, we have the following decomposition of H:
H="HiDH,. (3.2.0.38)
For any U € 'H, U has the unique decomposition:
U =1U+1II"U, (3.2.0.39)
where IT and II+ are projections onto Null(A) and Null(A)+ respectively with

M:H— H, (3.2.0.40)
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defined by

[I(Up, U, Uy)" = (Uy — 252Uy, PU,0)T, (3.2.0.41)
and
I . H — Ho, (3.2.0.42)
defined by
I+ (Uo, U, Ug)" = (357U, QU, Uy)", (3.2.0.43)

where P is the usual Leray projection onto the space of divergence-free vector fields

and @ is the projection onto the space of gradients defined by
P=1-0Q, Q=VA'V., (3.2.0.44)
where A™! denotes the inverse Laplace operator on TP?:

f=A1g if Af=g, and /fdx:(). (3.2.0.45)
TD

To understand the averaged system (3.1.0.21), the first difficulty we encounter is
that its structure is unclear. We need more explicit expressions of the equations.

The averaged system is involved the exponential operators e** and e~54

, SO a nat-
ural idea is to find the spectrum of A, and to represent the equations in terms
of eigenfunctions. The exponential operators e** does not have any effect on the
eigenspace associated with the eigenvalue 0, so the concrete form of the eigenvectors
corresponding to 0 is not important. We only care about the spectral space asso-
ciated with the nontrivial eigenvalues. The next lemma provides the construction
of the orthonormal basis of Null(A4)+, and the orthogonality is with respect to the

inner product (-, ).

66



Let {A\%}xezs (A > 0) be the nondecreasing sequences and {@y }iezs the or-
thonormal basis of L*(T?) functions with zero mean value of eigenvectors of the

Laplace operator —A on TP:
~Apy = My, in T2 / ordr =0. (3.2.0.46)
TD
The Fourier transform of the equation is, |k|?¢(k) = M2¢(k). We deduce that

Ak = |k|, for each k € Z3, where k = (¥t k2 ka) For simplicity, in the rest of the

a1’ a2’ as

dissertation, we still use k to denote (1;—1, l;—;, 1;—2) We can take the eigenfunctions
ok = €%, with normalization [, ¢** = 1 and [, Vapk - Vagr = 0, for any

k,1 € 73 with k # 1.
Now, we can construct the eigenfunctions of the operator A from that of —A

which is described by the following Lemma:

Lemma 5: For each’k € Z3, the operator A has eigenvalues and corresponding eigen-

vectors (iwy, @) and (—iwy, Py), i.e.,
.Aq)k == iwkq)k, A@k == —iwk@{, (32047)

where wi = /YA = \/7|k|, and

1 1
=5 | Ve | = v | A €
i = (3.2.0.48)
mwk 7(17—1)
Q) = \/Li #ﬁvmgpk = % 71_1|_11:| oikx
ﬁg@k 7(1*1)3

67



Furthermore, {®y, @y} is an orthonormal basis of Null(A)* under the inner product

(-,+) in the following sense:

o (D, ) = bia;

o (P, D) =0;

o (D), ®)) = .

Proof of Lemma: Straightforward calculations. |

Now, we have the following orthogonal decomposition: for every U € H,

U =1IU +I1*U

Uy — 2=LU
T (3.2.0.49)
= PU + Z (UkCDk + qu)k) ,
keZ3
0

where Uy is the coefficient of U with respect to the basis @ under the inner product

(-, ). ie.,

Ui = (U, &) = 2 /22 Ua (k) + 204 - U (k). (3.2.0.50)

3.3 Averaged System in the Incompressible Mode

In this section, we start to calculate the explicit form of the averaged sys-
tem (3.1.0.21) of the Navier-Stokes system for compressible gas dynamics. The
asymptotic behavior on the slow mode Null(A) and on the fast mode Null(A)* are
significantly different. The basic idea is to project the averaged system (3.1.0.21)
onto Null(A) and Null(A)* respectively. Recalling the projection operators II and
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[T+ defined in (3.2.0.41) and (3.2.0.43), we decompose the diffusion and quadratic
terms

1 /7
lim —/ eAD(e *AU) ds
T Jo

T—oo

T—o0 T—o0

T 1 T
T / [e*D(e~**U)]ds + lim o / - [e*AD(e—*AU)|ds  (3.3.0.51)
0 0

=IIDU +II'DU,
and

1 T

zlim —/ eAQ(e7* AU, e *AU) ds

—00 0
1 (7 1 (7

= lim — / SAQ(e AU, e *AU) ds + lim — / AT Qe AU, e*AU) ds
T—oo T 0 T—oo 1 0

=I19(U, U) + I Q(U, U) .

(3.3.0.52)
Then the averaged system (3.1.0.21) is decomposed into
O,IU + 911" U + 11Q(U, U) + I+ Q(U, U) = IDU + [I*DU . (3.3.0.53)
Its orthogonal projection onto the slow and fast modes are
011U + [1Q(U, U) = [IDU, equation on Null(A), (3.3.0.54)
and
OIIMU + ' Q(U,U) =II'DU,  equation on Null(A)*, (3.3.0.55)

respectively. The projection on the slow mode Null(.A) will be derived in this section.
Our formal calculation illustrates that the averaged system on the slow mode is the
Navier-Stokes system for incompressible flow.

We start with computing the diffusion term. Because IID € Null(A), it fol-
lows that ITD = (IID, n)n, where 7 is the eigenvector associated with eigenvalue 0.
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Null(A) is spanned by such n's. Although we can explicitly find its expression, as we
did for Null(A)*, we do not need the explicit form in our calculation. The reason is
that Null(A) is generated from the eigenfunctions corresponding to zero eigenvalues,
so the exponential operator e*4 does not affect Null(A). The inner product of IID
with € is:
(IID, n) = lim 1 /T ([e**D(e*AU)],n) ds
0

T—o0

: 1 g sA —sA
:TIEEOT/O (e*A[IID(e~*U)],n) ds

. (3.3.0.56)
1
= lim T/ (ID(e*AU, e *n) ds
0

T—o00

T
:7121;0%/0 (ID(e*AU, )n) ds.
In the second equality, we used the identity (e*AU,V) = (U,e *AV), which is a
simple consequence of the skew-symmetry of the operator A, (see Lemma 1.) In
the first equality above, we applied the commutativity between IT and e*4, i.e.,
[ToeA = e3AoIl. The following simple proof of this commutativity is based on the

orthogonal decomposition of H.

For any U € H,

(e™U) = I(ITU + > {Uye™*dy + Uge Py })
kez? (3.3.0.57)

=[IU.

Notice that @, € Null™(A), so [I®, = 0. It is obvious that ¢*AITU = ITU. Then

[(e*AU) = e*4(IIU), for any U € H. Recalling the definition of the diffusion
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operation D, we can derive

<HD(6_8AU, )77>

—HEDA[(y = 1) (e AU, — (e7*AU),) (3.3.0.58)

0

Here we used the notation e*AU = ((e*AU)y, (e*AU)y, (e54U)4)T. A straightforward
manipulation yields

ALl(y = D)(e™*4U)y — (e7*4U),]
(3.3.0.59)
:ALE(’YTAU4 — Uo) —+ \/L§1 / ’YTfl Z[Uke—lswk + Ukelswk]Amwk ]
k

Notice that under the periodic boundary condition the Leray projection P commutes

with A, it follows that

PA.[(e7*AU);] = A, PU. (3.3.0.60)
Here we used the identity
(e U); = PU+ D f-(Uge ™% — Upe™) V1. (3.3.0.61)
Kk

Thus
<HD(€_S'AU, )7)>

—HEAL (U, — Uo)

o

Il
T

0 (3.3.0.62)

7V Y Uke % + Upee™ ] A

A 0 B

0

71



The first term is the resonant term which is independent of s, so is not affected by
time averaging. The second is non-resonant, which is filtered by time averaging.
The key underlying mathematical fact is the following Riemann-Lebesgue lemma

which guarantees that:

Lemma 6:

1"
lim —/ ek p(s)ds =0, (3.3.0.63)
0

for any integrable function ¢(t).
Thus, we have

T—oo '

(IID,n) = lim — / (ID(e~*AU, )n) ds

_ =D A (2=,
7 25 U= Uo) (3.3.0.64)

0

Kk(y—1) —1
DAL (AU - Uy)

v

1A, PU is in Null(A), together with n € Null(A), this yields

0

the projection of the diffusion term of the averaged system on the null space of A
is:
_sO=D A (221, —
v Aa:( ~ U4 UO)

IID(U) = 1A, PU : (3.3.0.65)

0

The next step is to formally derive the projection of the quadratic term in the
averaged system . Since I1Q € Null(A), TIQ = (I1Q,n)n. As we did for diffusion
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term, We need only compute

T
<H@, n) = lim %/ (eSAHQ(e’SAU,e’SAU, )n)ds
0

T—oo . (3.3.0.66)
where
<HQ(€78AU, efs.AU, )77>
9, - {0 (7 = DAY — (A0} (3.3.067)
= < PV, - [(e7*U); ® (e=*4U),] ’77> '

0

Now we compute the above quantity term by term.
PV, - [(e7*U); ® (e*AU);] = V, - (PU ® PU)

+ 5555 ) o (Uke % = Uge**) PV, - (PU ® Vo + Vi © PU)
k

5t Y S (UG U (e 5@t 1+ T Oyt PY, - (Vopn © Vagl)

K,

+ 50555 D 5y (UOie PPV, - (Voo ® Vo)
k,1

+ 2(7141) Z ﬁ[ﬁkUleis(wkiwl)]va (Vo @ Vaipr)
k,1

(3.3.0.68)
and

Vo Ale4U)[(y = D (e U)s = (e U)ol} = V. - [(PU) (5 Uy — Uo)]

+ 3 /5 (Uke ™ 4 Uiee™ )V, - [(PU) gy

1 Z i(Ukefiswk . Ukeiswk)vx . [Vgpk<77—1U4 _ UO)]
k

—+ 2(; E ;<Uk€_iswk — ﬁkeiswk)(Ule—iswl + ﬁleis“‘)vm . [(ngok)gol] .
(3.3.0.69)
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We are concerning with terms of the form

T—o0

1T
lim — / elswictBon) (0 1)t . (3.3.0.70)
0

In the above integral, a, 3 take values in 1 or —1. Whenever awy + fw; # 0, the
corresponding term above is oscillatory and the averaging procedure above will give
a zero contribution as described in Lemma (6). Consequently, the only nonzero
contributions that survive the averaging process are the two-wave resonances with
awyg + Bw; = 0. Recall the definition of wy, i.e., wx = /yAx > 0. Then the only

two-wave resonance is wy = wy. Thus, we have

T
<H@, 77> = lim %/ <HQ(675.AU7678.AU’ )7,]> ds
0

—V, - [(PU)(:2U, — Uy)]
:< V.- (PU® PU) 777>
0 (3.3.0.71)
%ﬁw;w i(Ukﬁl — ﬁkUl)Vz . [(vz@k)gpl]

* < > ﬁ(Ukﬁl + ﬁkUl)PVJC (Ve @ V) ,77> )

Wi =wq

0
We claim that the last term above actually vanishes, based on the following argu-
ment. In the first component, if we exchange the index k and 1, U, U; — U, U, will
change sign, but V. - [(V.px)e1] = Vi - [(Veer1)ek], whenever wy = w; = L. The

reason is that

Vx ’ [(Vx§0k>(,01] = Ax(pkgpl + Vm@k : Vm901
(3.3.0.72)

= —L*oo + Vaor - Vo,
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since y is an eigenfunction of A, with eigenvalue Ai = L2. So the first component
above vanishes.

In the resonant set {wy =w = L},

Vo (Vaook @ Vi) = =2 L2V (oxpr) + 3Va(Vagk - Vi) - (3.3.0.73)

It is a gradient term, and vanishes under the action of the Laray projection P. Thus,
V. [(PU)(U, — U)

IQ(U,U)=| v,.(PU®PU)+ V,p (3.3.0.74)

0

for some smooth function p. Finally, we derive the projection of the averaged system

onto Null(A),

o,1IU +11Q(U, U) = IIDU, (3.3.0.75)
ie.,
Uo—5tUs | [ Ve [(PUY(Up — 52U)] HDA, (U — Uy
O PU + | V. - (PU® PU)+V,p | = A, PU
0 0 0
(3.3.0.76)

This implies that (PU, Uy — 7T_1U4) satisfies the Navier-Stokes system for incom-

pressible flow:

ou+u-Vou+ Vep = puld,u,
(3.3.0.77)
00 + u- V.0 = “UALG,
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This confirms formally a well-known fact: the incompressible Navier-Stokes equation
is a weakly nonlinear asymptotics of the compressible Navier-Stokes equation.

Remark: Note that IIU = (U, — WT_IUZL,PU,O)T. The above equation depends
only on ITU. This means that the projection of the averaged system on Null(A) is

completely decoupled from fast mode. So the equation (3.3.0.75) can written as:

O,JTU + TIQ(T1U, ITU) = IIDIIU . (3.3.0.78)

3.4 Averaged System in the Acoustic Mode

This section will be devoted to characterizing the projection of averaged sys-
tem onto the orthogonal complement of the null space of the linear operator A. It
behaves quite differently with the slow motion. It describes the nonlinear interac-
tions between slow motion and fast waves. We will precisely analyze the structure
of the resonant set and its influence on the averaged system .

We start with the easier part, the fast oscillation of the diffusion term, denoted

by D*, as indicated in the last section. We recall that

_ 1 [T
DU = lim — / [T+ [eAD(e™*AU)] ds . (3.4.0.79)
0

T—o00

Since Null*(A) = span{®,, @, }, it follows that
DU = ) (II'DU, &) dy + Y _(IIMDU, By) Dy
K K

(3.4.0.80)
=2Re Y Dy (U) Py,
k
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For each k € Z?, the time averaging 5i(U)
: 1 g Ly, sA —sA
D, (U) = lim = [ (II"[e*"D(e *"U)], D) ds
0
: 1 ’ —sA —sA
= lim = [ (D(e *"U,)e ™ Py)
0

0

T
= Jm g | < PV AU+ (14 VT[T, - (4U); ¢> |

RA((y = 1)(e7*AU)s — (e7*4U)(]
(3.4.0.81)

To apply Lemma (6) as in last section, we decompose the first term in (-,-) into
two parts, of which one is independent of s, the other depends on s. Using again

the orthogonal decomposition of U into IIU and ;s (Ux®yk + Ui ®y), we have

1
. 0 \/7(7—1)SOk
— L X 1 efiswk
D, (U) :71520?/0 < A, PU V1 | = Vedk >d8

IiA:C('YTilel — U())

;
NCCE e

1
VA

1 T —isw
. - D e k 1
T / < () | iyt Vaton >ds

i

7(“/*1)3%01(
=Dy, (U) + D,.,(U),
(3.4.0.82)
where
0
O(s) = | @u+ A== £ (Ue ™ = UiV, Ay | - (34.0.83)

V2(v-1)
K 72_;1 Zl(Ule—iswl . Uleiswl)
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Applying Lemma (6) to 5il(U), immediately we have
Dy, (U) = 0. (3.4.0.84)

To evaluate 5¢72, we may apply Lemma (6) as before. After some tedious but
straightforward calculations, we have

— (v—1)2
Do(V) = 52 3 U1 [ (dande
1

wW)1=wk

+ : 2+>\ Z Ulﬁ/‘ VIA:U()OI : ngok dzx .
1 >

W=Wwk

(3.4.0.85)

In view of the orthogonality of the eigenfunctions ¢y under the L? inner product on
TP, we derive
— w(v—1)2
Dy »(U) = — —(7271) Z Ui\ Gl — —2“2H Z Ulﬁ)\%)\i(sk]
wlzlwk wlzlwk (34086)
== 3 [H2 o  Ut.
The identity
(AU, @) = (TTHU, A, ®y)
= —A{(ITHU, @) (3.4.0.87)

= AUy .

yields that

MD(U) = [”W—”Q 4o+ )\] (3 (AU, &)@y + (AU, ) D).

~

kez?
(3.4.0.88)
Finally, we derive that
ID(U) = &[22 49y 4 )\] AU (3.4.0.89)
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Combining this with the result in last section, we have a complete structure for the

diffusion term in the averaged system :

1 T
lim — / eAD (e *AU)ds
T Jo

T—oo

_sO=D A (2=, U =1y
7 Ae(57Us = To) T (3.4.0.90)
ro(y—1)2
= U, PU +1 [—(771) +2u+ A A | QU
0 Uy

Remark: The second order operator D, coming from the diffusion term of the
compressible Navier-Stokes system, is only partially parabolic. That is one of the
difficulty for the equations of compressible model because the equation of conti-
nuity is just a transport equation, does not have dissipation. From our deriva-
tion, after taking time averaging, the second order term in the averaged system is
strictly parabolic. Actually, this averaged diffusion term already appeared in Hoff-
Zumbrun’s work [40, 41]. They used the name artificial viscosity term, applied to
the isentropic gas, no equation of energy involved. So our averaged system , when we
ignore the nonlinearity, is a natural generalization of the Hoff-Zumbrun’s so-called
“linear effective artificial viscosity system” [40, 41].

Finally, we are ready to compute the convection term in the averaged system
. In the last section, we derived its projection on the slow mode, the kernel of A,
and conclude that it is actually the convection term of Navier-Stokes system for an
incompressible flow. We will see in this section that its behavior in the fast mode is

quite complicated. It depends on a nontrivial resonant set. We continue to use the
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notation in the last section.

IMQ(U,U) = 2Re Y 0, (U, U)dy, (3.4.0.91)
ke7z3
where
—L 1 [T
Q,(U,U) = Tlim T/ (e*AQ(e7*AU, e AU, ) ®y) ds
oo (3.4.0.92)

After some complicated algebraic calculation, the fast oscillation term @i (U, U)

consists the terms of the form

1 [T
lim ~ / is(ew 0700 4 (0 1)t (3.4.0.93)
0

T—o0

where «, (3, take values 1 or -1. Apply the Lemma (6) as in last section, the only
nontrivial contributions that survive the averaging process are the two-waves and

three-waves resonances defined as

R:{(Lm’k)EZSXZgXZB :awy + Pwm + ywk = 0}

(3.4.0.94)
= RQT U R3T )
where Ry, is the 2-resonant set
Ry, == {(Lk) € Z* x Z* : wy = wy}, (3.4.0.95)
while Rg, is the 3-resonant set
Ry :={(1,m,k) € Z> x Z* x Z* : aw, + Bwm = Wi},
(3.4.0.96)

= R37~,1 U R3’r,2 U R3T,3 )
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where
R3r,1 L= {(l,m,k) < Z3 X ZS X Zg LW+ Wm :wk}7
Rz ={(lm,k) € Z° X Z* x Z° : wj — wm = wi}, (3.4.0.97)

R3r732:{(1,m,k) €7 x73x73 :—w1+wm:wk}.

After the time averaging, the resonant term @i (U,U) is the summation of the

2-wave and 3-wave resonant terms
0, (U,U) = 04, (U, U) + 4, (U, U), (3.4.0.98)

SO

I*Q(U,U) = 9,.(U,U) + Q;,(U, U)
(3.4.0.99)
=2Re Y Q5. (U, U)di +2Re Y Q3. (U, U)dy,

kez? kez?

where the 2-wave resonant term Qy,, (U, U)
Q5,x(U, U) = 612/,kU1 - V. - [(PU)@]erdx
1
+ CQZ/J{&U1 /TD Vi - [Vor(Us — =25 Uo)] ok d
1
D /T VL(PU-Vag) - Ve
1

1,k
+ 042 ﬁUl /IFD [Vx : (PU ® Ve + Vo1 @ PU)] Ve dr,
1
(3.4.0.100)
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and the 2-wave resonant term Qg , (U, U)

l
Q4 (U U) =c5) I;IUQUB Vo [(Vaf) 0l |7y da
I,m

TD
.k

+ CGZ iMAm )\kUaUIB vﬂf : (vw(pla ® Vm@'fn) ' viﬂ@k dx

TD

1k o o .
+ C7§ : i,\,,\in,\kUl Uﬁl vm<vx¢71 ) Vm@ﬁl) Voo dr,
I, m

TD
(3.4.0.101)
where «, § stand for + or —, U; denotes Uy, while U] denotes U,, and
01:77717 Co = —5— ,y ) 032_77717 04_%7
(3.4.0.102)

y—1 _ 1 . !

=YY"=, =—Fp—, g=—""7"—.
> 22 0 8T o —) T 44/2(y-1)

1k 1k .
and )" and )| denotes the summation over the 2-resonant set and 3-resonant

respectively, i.e.,

DD DN WP (3.4.0.103)

lez? I m (1,m)€Z3 x 73
(Lk)ERar (1mk)eR3,

Using the facts that A\ = |k| and ¢y = €¥* we can clarify the above expressions.

Q;,k(U7U)
1
ik - Uy — LUt 0*ge + —— [ (PU-k)0*gg | U
=i 3 (o [0 2 g [ 0004
(3.4.0.104)
and
"k 1 1(m - k) k(l-m)
Q; ., (U,U) =ik - <c +c +c Ul |
ok Z I A mlfk] A fmlfk] )
(3.4.0.105)

Remark: The summations le’k and ), m”’k above are still understood in the

sense of (3.4.0.103). Considering A = |k| and the orthogonality of ¢y = e**, we
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have more precise description of the 2-wave and 3-wave resonant sets:

Ror i= {(Lk) € Z* x Z* : 1] = K|},
(3.4.0.106)

Ry = {(1m k) € Z* x Z* x Z* : ol 4 fm =k, a|l| + f|m| = |k|}.

In the rest of the chapter, the resonant sets will be understood in the above sense.

From the expression (3.4.0.104), @;k(U, U) can be represented as

Q5 (U U) =ik- Y Qy (ITU)U;. (3.4.0.107)

lez?
(Lk)ERs
the coefficients Qg ;(ITU) are the integral terms in (3.4.0.104). These terms are
real and quadratic, depending on PU and Uy — %U4, which as we formally derived
in the last section, satisfy the incompressible Navier-Stokes equation. Noting that
U, depends only on Null(A)*, Qy.,(ITU) is the product of one term from Null(A),
the other from Null(A)*. Physically Q;., (U, U) can be understood as nonlinear

interactions between two waves, one from the incompressible mode, the other from

the fast mode. So it is convenient to represent Q5 (U, U) as

Q,.(U,U) =2Re Y Q.. (U, U)dy,

keZ3

=V, - (Z Qgr(k)eikoc) , (3.4.0.108)

|RVA
=V, 9, (ITU,II'U).

where the Fourier coefficients Q7 (k) is given by

1 1
y(v=1) y(v=1)
3 _ 1 1 1 x| —ot UL| 1 —x
Q2r (k) 21: QZT,k,l(HU)Ul V2 =1 m Q2r,7k,l(HU)U1 V2 A1 m
(1,k)ER2
. S v
ICE VAG-1?
(3.4.0.109)
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here @;_k,l(HU) means the complex conjugate of Q. \(ITU).

The other terms Q. , (U, U) have of the form

(U U) =ik > Q4 UUL, (3.4.0.110)
I,m
(l,m,k)ERg
where as before a and f stand for + or —, U] denotes Uj, while U] denotes

U,. These terms are quadratic in Null*(.A.) The coefficients Qi1 1m are terms in
the bracket of (3.4.0.105) which do not depend on the incompressible mode. They
describe the nonlinear three wave interactions in fast mode. The 3-wave terms

Qi (U, U) can be represented as

Q4.(U,U) =2Re Y Q4. (U, U)dy,

kez3

=V, - (Z Q5 (k)elk™) | (3.4.0.111)

kez3
=V, 9, (II'U, 11U) ,

where the Fourier coefficients Q3 (k) is given by

1 1

y(y=1) v(v=1)

Ab _ 1 arrf L 1k _ Ot —ayy—A_L 1 -k

37‘(k> %1: Q?)r,k,l,mUl Um NG mm Q37‘,—k,l,mUl Um V2 o W
(Lm,k)eRs ) 8

Y(y-1)3 (y=1)3

(3.4.0.112)

Here @;ﬁkl’m is the complex conjugate of Qg 1) -
Now we are ready to describe completely (formally) the evolution on the fast

mode. It is governed by the following equation:
0,(I*U) + V. - Q. (IIU,II*U) + V,, - Q3. (II*U, T U) = AU, (3.4.0.113)
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/’l’ 2 v /’l’ ° ( CorEe )

Together with the equation (3.3.0.76) in the slow mode we derived in the last section,
we completely in the formal way describe the averaged system of the compressible
Navier-Stokes system.

In the above equation

Q,, (MU, TTI*U) = V,, - Q,, (U, T U) ,
(3.4.0.115)
Q,, (II*U,II*U) = v, - 0 (II*U, I U),
are nonlocal nonlinear terms with divergence form. So, in applications, say, when we
are concerned with the conservation of the energy, it is more convenient to consider
the evolution of its coefficients on Null(A)*, i.e., Ug(t).

Test the above equation against ®y, notice that Ug(t) = (U, ®y), Ug(t) are

governed by the following dynamical system:

d
SU + AU +ik Y Qh(TU)UI(Y)

dt
L5er
y 2
( (3.4.0.116)
+ik- > Q4 mUrUL =0.
1,mez3
(1,m,k)eR3

Theorem 5: (Formal Averaged System) The averaged system of the Navier-

Stokes system for compressible gas dynamics

—00 T—o00

1" I
0, U + lim —/ e*AQ(e*AU, e *AU)ds = lim —/ e TD(e *AU)ds,
T—oo 1" J, T Jy

U(0,2) = U"(2),
(3.4.0.117)
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has the following form:

(PU)(Ugp — 7T_1U4)

OU+V, - | (PUPU)+pl |+ Qo(IIU,II*U) + Q5 (I1*U, II* U)
0
_@A$<’YT71U4 —Up) %le1
= pA,PU +al: | QU | -
0 Uy
(3.4.0.118)
with initial data

U(0,7) = U"(2), (3.4.0.119)

and the nonlocal terms Qo (ITU, 1T U) and Qs,(II+U, I1+U) are defined in (3.4.0.108)

and (3.4.0.111) respectively and have divergence form.

The above averaged system can be understood as the equations satisfied by
[IU and I U respectively. IIU satisfies the incompressible Navier-Stokes system
with initial data ITU®:

(Equation of ITU)

Up — 51U, (PU)(Up = 5+ Us) SR AL (U — UL
Oy PU +Ve-| (PU®PU)+pl | = pA, PU )
0 0 0

Up(0,2) — 2 U4(0, z)

PU(0, )

0
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Ui () — LU (2)
PU™(x)

0
(3.4.0.120)



Use a solution of the above incompressible Navier-Stokes system to construct the
equations for II*U which is a nonlinear system with two nonlocal terms:

(Equation of I1+U)

0,(M*U) 4+ V,. - Q, (MU, TI*U) + V,. - Q3 (TI*U, T U) = 4A, 11U,
(3.4.0.121)

U0, 2) = IIHU™(z) .
Remark: As mentioned when considered the general hyperbolic-parabolic system
with entropy, an important feature of the averaged system is that the projection
on the slow mode is completely decoupled from that on the fast motion, so it can
be solved separately. One solution is provided by Leray [47]. But the equation on
the fast mode is coupled with slow equation. The coefficient of the nonlocal term

Q> (U, I+ U) depends on ITU. The similar phenomena appeared in many other

problems which are related to the motion of fast oscillating waves [4, 5, 63, 50, 51, 68].

3.5 Global Weak Solutions to the Averaged System

In this section, we will state and proof the existence of weak solutions to
the averaged system for the compressible Navier-Stokes system. This result is not
new, because it is a special case of the global existence of averaged system for
general hyperbolic-parabolic system with entropy which was analyzed in Chapter
2. For the compressible Navier-Stokes system, the structure condition stated in
Chapter 2 is automatically satisfied. Further more, because the acoustic operator A
is explicitly given for compressible Navier-Stokes system, we can project the averaged

system onto Null(A) and Null(A)* respectively. As we derived in last sections, the
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structures on Null(A) and Null(A)* are significantly different. Thus, although the
global weak solutions result for compressible Navier-Stokes system is not new, we
still write it down in this section. It could be considered as an nontrivial example
of the general theory of Chapter 2.

We first present some notation that is necessary for the statement and the
proof of the global solution to the averaged system .

Let us define the Hilbert space H

H = {UeL2(dx,<C><C3 x C) : dezo} , (3.5.0.122)

TD
with norm [|U||% = (U, U). It is easy to see that H is the closure of H under the
norm (, ).

Let us define two subspaces H; and Hy as the closure of H; and H, in H,

respectively.
H, ={UecH: AU =0}
—{UeH:U= (U, U,0)",V,-U =0} (3.5.0.123)
= the closure of H; in H,
and

H,={UeH:(U,V)=0,VV € H}

:{UEH:U:(UO7U>U4)T7U4:#U(MU:V:IS()D? SOG]——P?/ 80:0}

']1‘3

= the closure of Hy in H.
(3.5.0.124)

Recall that H; = Null(A) and Hy = Null*“(A).
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We need to define more function spaces

Vi ={UeH, :/ V. Uo|? dz < o0, / |V, U?dr < oo},
™D ™D

(3.5.0.125)
Vo ={U € H, :/ V. Ug|*dx < o0, / |V, U|*dz < oo},
TD TD
and define a subspace V of H as the direct sum of V; and Vs, i.e.,
V=V +V;. (3.5.0.126)

Let us denote by V the closure of V in H. Then there is a natural norm on V induced

from that of H,
(U,U)y =(V,U,V,U)

(3.5.0.127)
= (V. IIU,(V,[IU) + (V, II"U (V,II"U) .

We can define another norm on V which is more convenient in our application:
(U,U)y, = (V,IIU, V,IIU) + (AII-U , AII*U) . (3.5.0.128)
We claim that these two norms are equivalent.
Lemma 7: (U, U)y and (U, U)§ are equivalent.
Proof of Lemma:
(V.MU (VI U) = 210 /qu VUi de + (y = 1) /qu IV.QU|?dz

(AL U, AT U = (4 — 1)3/ VUL da 4+ (y — 1)/ V.- QU dz.
: . (3.5.0.129)

Note that

3
/TD V.QUPdr =3

Kk ij=1

it ]
(3.5.0.130)

<oy [(kﬂ)ﬂ :C/TD V., - QU2 da.
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The other direction of the inequality is obvious. We finish the proof. O
Now the norm on V can be written as:
(U,U)y = (V,ITU, V,IIU) + 2y > [k*[Uy(t)]*. (3.5.0.131)
k
Definition 4: A weak solution to the averaged system (3.4.0.118) is a vector-valued
function U(t, ) that belongs to C([0, 00); w-H)NL*([0, 00); V), satisfies the following

conditions:

1. (Uy — 22U, PU)T is a Leray solution to the incompressible Navier-Stokes
v

system

ou—+u-Vau+ Vep = uldu,

0,60 +u- V0 = AL, (3.5.0.132)
V,-u=0,
with initial data
(0(0, 2, )u(0,z))" = (U (z) — ”T’lUE[‘(x, )PU™(z))T, (3.5.0.133)

2. [I'U = ('7771U47 QU, Uy)? satisfies the averaged system in the weak sense:

t2
(U (t, )x) — (U, )x) — / (5, (ITU,TI*U, )V, x) dt
t1
to ts 3
_/ (93, (MU, MU, )V, ) dt + / D (VLIIMU, V,x) dt =0,

t1 t1 j=1

(3.5.0.134)

for every [t1,ts] C [0,00), and every y € VN CY(TP).

A weak solution to the averaged system can be understood in the following way:
firstly, we solve the incompressible Navier-Stokes equations with the initial data
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[IU™, the projection of the L? initial data on the slow mode Null(A). This is
provided by Leray’s celebrated theorem [47], left uniqueness and global regularity
as outstanding wide open problems. Secondly, using Leray’s solution gotten from the
first step to construct weak solution to the orthogonal part of the averaged system
. The main result of this paper is to show that the averaged system on the fast
mode Null(A)+ shares the similar structure with the incompressible Navier-Stokes
equation, and a global weak solution for the L? initial data exists. It is an analogue
of Leray’s result for the Navier-Stokes equation. Because the 2-wave resonant term
Q,,(ITU, I+ U) of the averaged system on the fast mode (3.4.0.120) depends on the

Leray’s solution to (3.5.0.132), it is the best result we can expect.

Theorem 6: Given a U™ = (Ur, U™ UM € H, there exists at least one U €
C([0,00),w-H) N L*([0,00),V) that is a weak solution to the averaged system
(3.4.0.118) — (3.4.0.119). Moreover, for everyt > 0, U satisfies the following dissi-
pation inequality:
2 [ U+ [ pupa
TP TD
T T
+r(y — 1)/ / V. (Up — 22U, * dads 4 pu(y — 1)/ / |V.PU? dxds
0 TP v 0 TD

S R M
TD TD
(3.5.0.135)
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and
%/ |U4]2dx+77_1/ IQU? da
TD TD
_ s [T T
+ M/ / |V, Ua|? dods + p(y — 1)/ / IV, QU|? dzds
7 0 TP 0 TD
< (7;;)3 / |UT|2 dr + 'yT—l/ |QUm|2 dr .
TD TD
(3.5.0.136)

proof: The averaged diffusion term is gAIIU is strictly dissipated, then from the

global existence theorem of Chapter 2, we immediately get the result. O

3.6 Higher Regularity of the Averaged System

3.6.1 Littlewood-Paley Decomposition

We will investigate the global well-posedness of the averaged system in the
general Sobolev spaces H® and the Besov spaces. It is convenient to introduce the
Littlewood-Paley decomposition to characterize these spaces. First, we introduce a
C* symmetric function ¢ of one variable supported in {r € R,5/6 < |r| < 12/5}

and such that

Z@(Q_qr) =1 for r#0. (3.6.1.1)

qE€Z

We then define the dyadic blocks as follows:

A2 Y o279 K] yige™™ (3.6.1.2)

kezN

and the following low-frequency cut-off:

Squ =g+ Y Agu. (3.6.1.3)

p<g-1
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Obviously, A,u = 0 for negative enough p (depending on the periodic box T) and
u = 1o+ Y., Ayu in §'(TY). The dyadic blocks A u are no longer orthogonal in
L2(TY) but they still have some properties of quasi-orthogonality: with our choice

of ¢, we have
A Au=0 if |k—g¢gl >2 and Ag(S,oiulAu) =0 if |k—gq| > 4. (3.6.1.4)

The Sobolev spaces and Besov spaces can be characterized by means of Littlewood-

Paley decomposition:

H(TY) = {w e S(TY) : ||ul

1
2
He = <\ﬂ0]2+2225q||Aqu||%2> <400y,

qEZ

BSJ(TN) = {u c S'(TY) : ||ul|gs 2 |ao| + ZQSqHAquHLz < +oo} .
q€EZ

(3.6.1.5)

In the rest of this chapter, for national simplicity, we use B*(T") denote Bj (T").

3.6.2 Global Well-posedness

The results of this section closely follow the work of Masmoudi [58] and
Danchin [18]. In the last section, we proved global existence in the sense of Leray

to the averaged system :
AV + i, V) + Q(V,V) = 1A, V, (3.6.2.1)

where u = (u, #) satisfy the incompressible Navier-Stokes system:
ou—+u-Vuu+ Vep = ulu,

Y, u=0, (3.6.2.2)



with initial data
u(0, ) = PU™,
(3.6.2.3)
0(0, ) = Uy"(z) — 51U
To be convenient in calculation, we adapt the following notations used by Masmoudi
in [58]. The higher regularity of the averaged system heavily depends on the precise
geometric structure of the quadratic terms Q; and Q,. To this end, we introduce

the following orthogonal basis. (It is basically the same as before, just some light

modification which makes the analysis of the structure of the resonant sets clearer.)

1

Y(v=1)
+ _ 1 ik-x
CI>k(x)—75 sg(k) 7171% e (3.6.2.4)
. SN
Y(y=1)3

and analysis of the structure of the resonant sets clearer.)

y(v=1)

- _ 1 ik-x
b
y(y=1)3

where the notation sg(k) stands for a generalized sign function on R” \ {0} : its
value is 1 if and only if the first nonzero component of k is positive, —1 elsewhere.
It is very easy to check that ®¢(x) is an eigenvector of A with the eigenvalue
iy/yosg(k) k| = iwkasg(k)|k|, where a is + or —.

For any vector V. = Y V2®¢(x) € Null(A)*, after the same calculations as
ak
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before, we can obtain

auwv)=i> S v (i m>$ ) o)

J,m k+1=m
asg(k)—osg(m)
[k|=|m|

A/ v(y—1 - ~k-m o
+ z% + Z Z Viasg(k)b k DL (x) .
6,m k+1l=m
asg(k)=dsg(m)
[k|=[m]

(3.6.2.6)

where 4; and él are the Fourier coefficients of v and 0. Note that u is a divergence-
free vector, so 4, -1 for all 1.

The 3-waves interaction term Qy(V, V) can be written as

A = DI VEVY - [y~ osalg <
"™ s (1<) k|- Fsg (1) 1| =dsg(m)|ml
(k-1)(1-m)
+ asg(k)ﬁsg(l)vsg(m)W
219 sl setam) R 0 ).
(3.6.2.7)

We apply basically Masmoudi’s arguments [58] to analyze the structure of the reso-
nant set. The resonance condition between ((k, «, )(L, 3, )(m, d)), namely (g, Cblﬁ, o)
is

k+l1=m,
(3.6.2.8)

asg(k) k| + Bsg()[1] = dsg(m)|m].

Hence, 2k -1 = 2asg(k)Fsg(1)|k||1|, which means that k is parallel to 1, so is parallel
to m, i.e., all the vectors in the 3-waves resonant set are parallel to each others.
Rewriting this product again and using that k is parallel to 1, we deduce that

k -1 =sg(k)sg(l). This yields that we have & = 3 and then we can see easily that

95



(3.6.2.8) is equivalent to

k+1=m, sg(k)lk|+sg(l)[L] = sg(m)[m|.
(3.6.2.9)

a=0=9.
This means that we can only get resonances between the triplet (@), &, &) and
(O, P, @) separately. As Masmoudi mentioned in [58], that is the reason why

we have introduced the notation sg(k). Applying the above analysis of the resonant

sets, we can rewrite Qy(V, V) as

Q(V, V) =i—r~ Z Z ViV Xm P (%) (3.6.2.10)
d,m

24/2(y-1) Kt N
=m ,o=+,—
sg(k) [k|-+sg(1)[l]=sg(m)|m]

where

Xiim = 5+ asg(m)[m| . (3.6.2.11)

It has very simple form.
To prove the global well-posedness of solutions to the averaged system , we

need the following a priori estimates.
Lemma 8: For all s >0, and V € Null(A)* we have
(01(w, V), V) =0. (3.6.2.12)

Proof: The proof employ the symmetry of Q;(u, V). Noting that & = &, and

that V¢ = V",

(Qi(w, V), Vi =iy Y ViV |mf*

6,m k+1=m

asg(k)=dsg(m)
g‘k|:|mﬁ (3.6.2.13)
(4 - m)(k - m) y(v=1) s k-m
. K)y ———
R L st



In above summation, exchange o and 9, and change k to —m and change m to —k.

Notice that under this changing index, the relation 1 = m — k is invariant, so

(Qi(w, V), Vg =iy Y VgV |mf*

6,m lf(+1:§m
ossle=dog(m) (3.6.2.14)

(4 -k)(k - m) 1(y—1) ; k-m
= —m)0
i s
Noting that u is divergence-free, so u; - m = 4, - k, then
(Q1(0, V), V)gs = —(Q1(0, V), V) s . (3.6.2.15)
Then (Q;(u, V), V)ys = 0. We finish the proof of the lemma. O

We already know that (Q2(V,V),V) =0, for general s > 0,

However, we have the following key estimate for Qs which closely follows Masmoudi-

Danchin’s method. We extend to the case including energy equation.

Lemma 9: For any V, W & Null(A)*,
(Q(V, W), W) S W[ [WI| 3 [[VI]ar (3.6.2.17)

and

1Q2(V, W)

e SV W)

aerr + [[WH V]

ot (3.6.2.18)

We leave the proof of this technical lemma to the last of this section. Based on
these a priori estimates, we can prove the following global well-posedness (in the

sense that solution u to the incompressible Navier-Stokes equation is defined.)
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Theorem 7: (Global Well-Posedness in Sobolev Spaces H?®, s > 0) Let s >
0, T € (0,+cc]|, Vo € H* N Null(A) and u € C([0,T]; H*) N L*(0,T; H*™) is
a fixed solution to the incompressible Navier-Stokes equation. Then the averaged
system (3.6.2.1) has a solution V. € C([0,T]; H*) N L*(0,T; H*™') which remains
in Null(A)* for all later time, and uniqueness holds in C([0,T); L*) N L?(0,T; H').

The solution 'V satisfies the following energy estimates:
T
IVl + /1/ IV V(D[22 dm < 51| Vol 22 (3.6.2.19)
0

and

V()| 2 exp(C iz (3.6.2.20)

T
2t / IV, V]3er < [Vl
0

Proof of the theorem: Given the above technical lemma, the proof of the theorem is
standard. We first prove the a priori estimates, i.e, any solutions V€ C([0,T]; H*)N
L2(0,T; H*™) satisfies the energy estimates (3.6.2.19) and (3.6.2.20). Take the
H? inner product of the averaged system with V. Since, according to (3.6.2.12),

(Q1(u, V), V)g: =0, we obtain

Ld

\'%
51V

Y VeV +(Qa(V, V), V) = 0. (3.6.2.21)

If s = 0, the last term vanishes, so one time integration yields (3.6.2.19).
When s > 0, the inequality (3.6.2.18) and Young inequality and embedding

H' < B yield

|QZ(V7 V) 7V>HS

< L|v|

He + SV VI - (3.6.2.22)
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Plug this above inequality into (3.6.2.21) and take integration in time, we get

sV

2 dr .

i

T T
;Iﬁg/o Hvxvm]ipﬂmg§y|vo\|§[s+€/0 IVI[E 1V

(3.6.2.23)

The Gronwell inequality yields

¢

T
2 e o INOIdr- 3 6.9 94)

T
HIVO)IE. + / IV, V()]

%{s+1 dr S %HVO’

Once the a priori estimates (3.6.2.19) and (3.6.2.20) have been proved, we can use the
classical type of regularization, for instance, one can use a Galerkin approximation
method as we did in the last section when we proved the global Leray-type solution,
to get the existence of a solution to the averaged system (3.6.2.1) in C([0,T]; H*) N
L0, T; HY).

Let us now consider the uniqueness of the weak solutions to averaged system
in C([0,T]; L*) N L*(0,T; H'). The property is not known for the incompressible
Navier-Stokes equations for dimension D > 3. This means weak solutions to the
averaged system in Null(A)* has better properties.
uniqueness of weak solutions: Let V; and Vy be two weak solutions to the
averaged system (3.6.2.1) in C([0,T]; L*) N L*(0,T; H'). Then 6V = V| — V,

satisfies
00V — AV + Q1 (u,6V) = —Qy(V; + Vy,0V). (3.6.2.25)

Take inner product for the above equation with 0V, and notice the identity for Qq,
we obtain

1d

5 dt||5V||%2 + 1| V20 V][72 = (Qa(V1 + V5,0V) 6V). (3.6.2.26)
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Now apply the inequality (3.6.2.17) and Young inequality, we have
[(Q2(V1+V3,0V),0V)| < %(HVl + Vollg1)?|[0V] 32 + f]|[ V0 V]|72 . (3.6.2.27)

Then the Gronwell inequality ensures that 0V = 0. Thus we prove the uniqueness.
O

Now we want to prove the estimates for Q5. In order to understand more the
structure of Qy,we introduce, following [58], the set P of prime vectores p, where
p € Z" is such that the N components of p are prime in their set. This is equivalent
to saying that there dose not exit any couple (n,q) € N x Z" such that q = np and
n > 2.

For V = 5" V2®¢(x), a prime vector p € P, and x € TV, we define the vector
ak

Vox) 2 > ViEPgE®, (3.6.2.28)

keZ* k=kp

we can associate to the above vector value function the following real value function

defined on the 1-D torus T*

vp(2) = Z VZ%p)eikz. (3.6.2.29)

keZ* k=kp

We notice that both V,(x) and vp(z) are real. Indeed, this is a consequence of
the fact that V is real. Moreover, we remark that sg(p)sg(k)|k| = |p|k and for all
s € R, we have

1Vl

Hs(TN) = |p|8||1}p| Hs(T1) - (36230)

Using the set of prime vectors, any vector V(x) = > Vpdg(x) can be represented
a,k

as

V(x) =) Vp(x). (3.6.2.31)

PEP
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Vectors Vs have a very good property which is described in the following simple

lemma
Lemma 10: For allp,q € P, if p # q, then
0:(Vy,Vg) = 0. (3.6.2.32)

Proof: From the simple form (3.6.2.10) of Qy

Q2(Vp,Vq) = V4f Z Vzgp(p)VZ%éq)asg(m)|m|Vﬁl.
d,m kp+k'q=m ,a=+,—
ksg(p)lk|+k'sg(q)|l|=sg(m)|m|

(3.6.2.33)
In the resonant relation, kp + k'q = m, but we know p and q are parallel, and they
are prime vectors, so the only possible case is p = q.

Applying this last lemma, for any V and W,

W) = Z Qz(V

PEP

(3.6.2.34)
plBEE S ViEP
p€77 k'"#0 k4! =k
Then
(Q(V, W), W) = XLIN" N p[p” Y VEPWEPWER (3.6.2.35)
pEP k40 k+k' =k
Apply the Parserval identity in L?*(T'), we obtain
<QQ (V ) W) Upwp wp)Lz(qp) )
= (3.6.2.36)
wp )20, vp dz .
pGP
From above identity, it is obvious that take W = V|, then
(Q2(V,V), V) =0. (3.6.2.37)
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which we already know. Otherwise, we obtain

/ (wp)QazUp dz < Hazvp‘|L2prHL2prHL°° )
™ (3.6.2.38)

< ||0zvp|| 2 [[wpl| 2 [wpl[ 3 -
Here we used the embedding B2 (T!) < L*®(T!). To get the estimates on V and
W, we need the lemma (11) which will be proved in the last. Plug (3.6.2.38) in

(3.6.2.36) and applying the lemma (11), we obtain that

(Qa(V, W), W)| <> [plfvp| | [wpl | 2 [wp [ o,
peP (3.6.2.39)
SV |[[WH[ 2 sup [[wp]| 1
pPEP

Thus, we proved the fist inequality (3.6.2.17) for Qs in the lemma (9).

On the other hand, we have

1Q:(V. W)l = 5 DD KB Y- Vs WiE? |,
per K BRI (3.6.2.40)
= 73—_21 Z |p|25||vap||§15+1(w) .
pPEP
Notice that
vpwpllas(rry < [[vpl|rooony [[wp|[=(rr) + [lwp | Loo v [[Up = (1) - (3.6.2.41)

Using the embedding B%(Tl) — L*°(T'), and again using the lemma (11) on the
Besov spaces, we conclude the proof of the second inequality (3.6.2.18) in (9). DO

Finally, we state and prove the following technical lemma on the Besov space.

Lemma 11: For any s € R, we have the following inequality on the Besov spaces:

> IplPllopllE < VI3 - (3.6.2.42)

PEP
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Proof: Compute the left hand side using the Littlewood-Paley decomposition:

1
(z o2l )
PEP

2
Z ZQ q+logs |pl)s <Z ‘90 2 (g+logy P ]/ﬂp]) sg(p)|2>

pEP \ ¢€Z kEN*

Denoting ¢ = 1[%,4], we have

5
(z ol )
pEP
1
2
< 2M (Z |p|28uvpr|23s)

pEP

) 1
2
Z ZQ q-+[log, [p[))s (Z (2~ (etlosz [P g YV S€(P)|2> ’

peEP \ ¢€Z kEN*

Nk

<21 |3 (Do (X e manvige
pPEP \ ¢€Z keN*
Now apply Minkowski inequality
2\ 2 L
(S]] <X (S) s
PEP \¢E€Z q€Z \p€EP

0 (3.6.2.44) with

NI

apq = 2 (Z |¢(2‘q|kq|)VZ“§”)|2> : (3.6.2.46)

keN*

We obtain that

(Z !p!28|\vpl\23-s> <> o (Z > (27 kq|)V |2) ,

PEP q€Z PEP keN*

< qus (Z (279 m|)V |2> : (3.6.2.47)

qEZ

N[

S D 2%NAV]le =

qEZ
Then we finish the proof of the lemma (11). O
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4. BOLTZMANN EQUATION PRELIMINARIES

The Boltzmann equation governs the evolution of the distribution of molecules
in rarefied gases. Originally, the equation was written by Maxwell for monatomic
gases. Various generalizations have been proposed more recently (for polyatomic
gases, with exchange of internal energy at the molecular level or chemical reactions.)
However, for the sake of simplicity, the present chapter will only address the case of
monatomic gases. All of the materials of this chapter are well-known and standard.
This chapter does not contain any new results of the author of this dissertation. We
follow mostly the presentation in [14, 30, 36], especially the recent survey papers of
Golse-Levermore [30] and Golse-Saint-Raymond [36].

In kinetic theory, the state of a (rarefied) gas is adequately described by the
distribution of molecules in phase-space (also called the distribution function or
the number density,) F' = F(t,z,v) which is the density of particles located at the
position z € Q with the velocity v € R” at time t > 0. To remove complications due
to boundaries, we take € to be the periodic domain T? = RP /L., where L” c RP
is any D—dimensional lattice. In this chapter, we consider D = 3.

In the absence of external forces (such as gravity, Coriolis force, electromag-

netic forces in the case of ionized gases,) the number density ' = F(t, z,v) satisfies



the Boltzmann equation

OF +v-V,F =B(F,F). (4.0.2.1)

where B(F, F) is the Boltzmann collision integral, which will be given in the following
section.
The following simple remarks have important consequences on the structure

of the Boltzmann equation:

Because the Boltzmann equation is meant to describe a rarefied gas, molecular

collision other than binary are neglected;

e At the kinetic level of description, the molecular radius is neglected everywhere

except in the expression giving the mean free path, so that

e In Boltzmann’s theory, collision are a purely local and instantaneous process.
In view of these remarks, one anticipates that

e The collision integral is quadratic in the number density F', and

e The collision integral acts only on the v variable in F(¢,z,v).

4.1 Boltzmann Collision Integral

The action of the Boltzmann collision integral on a function f = f(v) is

B(f,f) = // @I = ) f@)b(o — v,w)dodey,  (410.2)

SD-1yxRD
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where the velocities v' and v] are defined in terms of v, v; and w by the formulas

V=0 (v,0,w) =v— (v—11) - ww,

(4.1.0.3)
vy = vy (v, v, w) =v1+ (v —1v1) - ww .

For simplicity, currently we consider the collision kernel b(v; —v,w) for a gas of hard

spheres with radius 7, i.e.,
b(vy —v,w) = 2r?|(vy —v) - wl. (4.1.0.4)

More general collision kernels will be discussed in the later section.
That the collision integral acts only on the v variable in F' means that the

right-hand side of the Boltzmann equation (4.0.2.1) is
BF, F)(t,,v) = BP(t, 2, ) F(t,,))(v) (41.0.5)

with the definition (4.1.0.2) above for the collision integral acting on a function of
v alone. The following notation may seem unfelicitous; it is however customary in
the literature devoted to the Boltzmann equation and must not be ignored.
Notation: One designates F(t,z,vy), F(t,z,v") and F(t,x,v}) respectively by
Fi,F" and F|. with this notation, the collision integral in the right-hand side of
(4.0.2.1) can be written as

B(F,F)=B(F,F) = // (F{F" — F1F)b(v; — v,w) dwdv; . (4.1.0.6)

SP-1xRP

Later on, we also designate by B the symmetric bilinear operator associated to the

quadratic expression above:

B(F,G) =1 (B(F +G,F+G)— B(F,F)— B(G,G)) . (4.1.0.7)

1
2
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Let us discuss the geometrical and mechanical meaning of the relation (4.1.0.3).
Observe first that these relations can be equivalently formulated as
N A I

(4.1.0.8)

V=1 =(v—v)—2(v—1v) ww=R,(v—uy).

where R,, designates the specular reflection on the plane orthogonal to the vector
w. In particular, one has

|v) —vi| = v —vq]. (4.1.0.9)

Therefore the 4 points v, vy, v/, and v} lie on a same circle, and w is one of the

(external) bisectors of the angle between v — vy and v' — v}. From the mechanical

viewpoint, the origin %(v + v1) is the velocity of the center of mass for any pair of

molecules with velocities v and vy; in (4.1.0.3), the first equality is the conservation

of momentum for any pair of colliding molecules with velocities v, v, after collision,

and v', v] before collision. The equality of relative speeds before and after collision

is equivalent to the conservation of kinetic energy by the collision process—i.e., the

collisions considered are purely elastic. In other words, v'(v,v;,w)and v}(v, vy, w)

represent all possible solutions in the unknowns v’ and v} of the system of equations

A
(4.1.0.10)
[0+ [ = Jof” + Ju [

Momentum and kinetic energy, together with the number of gas molecules, are
the only natural conserved quantities at the microscopic level. The most important
properties of the Boltzmann equation, described in the next two sections, are straight
foreword consequences of the structure of the collision integral, and more specifically
of the conservation laws at the microscopic level established above.
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4.2 Local Conservation Laws

First, one expects that the conservation laws (4.1.0.10) should have analogues
at the macroscopic (fluid) level. These analogues are formulated according to the
general recipe for defining macroscopic observable starting with microscopic quan-
tities.

Proposition 5: Assume that f = f(v) € L (RP) is rapidly decaying at infinity, i.c.,
f(v)y=0(v|™) as |v]| =400 forall n>0, (4.2.0.11)

while ¢ € C(RP) has at most polynomial growth at infinity, i.e.,
o(v) =O(jv]™) as |v| = +oo for some m >0. (4.2.0.12)

Then one has

B(f, f)édv =1 / / / Ffl = 1)+ 61— & — &,)b(v — v1,w) duwdud

SP-1xRD xRDP

RD
(4.2.0.13)
The above identity is called the Boltzmann identity. Because the proof of this propo-
sition involves some of the most fundamental tricks in the theory of the Boltzmann
collision operator, we give it in detail.
Proof: The assumptions on the decay of f and the growth of ¢ at infinity guarantee
that all the integral considered in the course of this proof are absolutely convergent.
Start with the obvious equality

(f, [ dv = (f'fi = [fr)ob(v — v1,w) dwdvy . (4.2.0.14)
RD .

SP-1xRD xRD
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Noting that we assume the collision kernels are hard sphere (4.1.0.4), in the right-
hand side of this equality, for each fixed w € SP~!, apply the change of variables
(v,v1) — (v1,v). The formula (4.1.0.3) shows that, under this change of variables
(v',v}) — (v},v"), Hence

[, pode= [[[(ri=£110b0 = v0) dodude

SP-1xRD xRD

=[] @n e - vw) dedoar,

SP-1xRD xRD

= [ @R £+ 600 — ) dedudn.
SP-1xRP xRP
(4.2.0.15)
Next, apply the change of variables (v, v;) — (v',v}) for each fixed w € SP~! in the

last integral above. In the reference frame of center mass, this change of variables

essentially reduces to the specular reflection R, that exchanges the relative velocities:
R, :v—v—v —u. (4.2.0.16)

Because R, is an involution (meaning that R? — Id, the change of variables above
also is an involution and maps (v',v}) onto (v,v;). Moreover, the second relation
in (4.1.0.10) implies that this change of variables is an isometry of R? x RP and
therefore leaves the Lebesgue measure dvdv; invariant. Since (v —v}) - w = —(v —

v1) -w, applying this change of variables in the right-hand side of the above equality
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implies that

/RD B(f, f)ddv= /// (f'f1 = F)3(0+ ¢1)b(v — v1,w) dwdvdu,

SP-1xRD xRD

= /// (f'f1 = [f1)3(d + ¢)b(v — v1,w) dwdvdu,

SP-1xRD xRD

= /// (f'fi — ffl)%(cb + ¢ — ¢ — d)b(v — vy, w) dwdvdu, .

SP-1xRD xRDP

(4.2.0.17)
as announced. O
In view of the proposition above, the following class of functions is of particular

importance.

Definition 5: A collision invariant is a measurable a.e. finite function ¢ = ¢(v) such

that, for each (v,v;) € RP x R” and each w € SP~!. one has

$(v) + ¢(v1) = ¢(v) + ¢(v}) . (4.2.0.18)

Constants are obviously collision invariants. In view of (4.1.0.10), other interesting
examples of collision invariants are ¢(v) = v; for j = 1,2,3—i.e., the 3 components
of v—or ¢(v) = Jv|%

An important result in the theory of the Boltzmann equation asserts that the

examples above provide ALL the collision invariants, up to linear combinations.
Proposition 6: Any collision invariant is a function of the form
$(v) = a + byvy + byvy + bvs + clv]?, (4.2.0.19)

where a, by,by,bs and ¢ are arbitrary elements of R.
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The proof of this proposition is far from obvious; see for instance [14] on pp. 36-42.
In any case, whenever ¢ is a collision invariant and f is a measurable, rapidly

decaying function, it follows from Proposition (5) that

/ B(f, f)pdv=0. (4.2.0.20)
]RD

This entails in particular the following

Corollary 5: Let F' = F(t,z,v) be a solution to the Boltzmann equation (4.0.2.1)

that is locally integrable and rapidly decaying in v for each (t,x). Then

/ B(F,F) dv:/ B(F,F)vkdv:/ B(F,F)|v|*dv =0, (4.2.0.21)
RD RD

RD

for k=1,2.3, and the following local conservation laws hold:

at/ Fdv+V, - vEFdv =0,
RD

RD

@/ vFdv+V, - v@uFdv=0, (4.2.0.22)
RD

RD

&/ %\v\Qde—i-Vx-/ viloPFdv=0,
RD RD

respectively the local conservation of mass(or equation of continuity,) momentum

and energy.

Define the following fields:

p:/ Fdv, u:%/ vF dv, P:/(u—v)®(u—v)de,
RD RD RD

(4.2.0.23)
q:/ (v —w)|v—ulFdv.
RD
Notice that, by definition of u, one has
/ vR@uvEFdv=pu®@u+ P,
RD
/ WF dv = pluf? + t2(P), (4.2.0.24)
RD

/ v[v|*F dv = (plu)® + tr(P))u+2P -u+q.
RD
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Therefore, the system of conservation laws above can be put in the form

dp+ V- (pu) =0,
O(pu) + V- (pu@u+ P)=0, (4.2.0.25)

Ot (plul® + tx(P)) + V- 2((plul® + tr(P))u+2P - u+¢q) = 0.
If we knew that P = pI and C' = 0,this system is closed and would coincide exactly

with the Euler system for compressible fluids, with perfect gas pressure law.

However, one should bear in mind that (4.2.0.25) is satisfied by any solution to
the Boltzmann equation, and therefore by any perfect gas in a kinetic regime. Thus
one cannot expect that such a gas in a kinetic regime be in local thermodynamic
equilibrium. In other words, one cannot hope that, for a generic solution to the
Boltzmann equation, the tensor field P be of the form pl, for instance, or that
C = 0. As we shall see, deriving the compressible Euler system from the Boltzmann

equation requires additional argument.

4.3 Boltzmann’s H-Theorem

Undoubtedly, the most important feature of the Boltzmann equation, along
with the conservation laws stated in Corollary (5) is Boltzmann’s H-Theorem. As in
the case of the conservation laws, we begin with a statement that bears exclusively

on the collision integral.

Theorem 8: (Boltzmann’s H-Theorem.) Let f = f(v) > 0 be a locally integrable

function that is rapidly decaying and ln f has at most polynomial growth as |v| —
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+o00. Then

[sunmra == [[[ rsmm (T8 s - v dotuton <0,

SP-1xRD xRD

(4.3.0.26)
Moreover, the following conditions are equivalent:
1. B(f, f) =0 a.e.,
2. Jon B(f, f)Infdv=0,
3. fis a Mazwellian density, i.e.,
) = Miualt) = o e (-5%) (43,027

for some p,0 >0 and u € RP.

Proof: Applying Proposition (5) with ¢ = In f leads to the first equality above;
since the logarithm is an increasing function, the right-hand side of this equality is
nonnegative.

As for the equality case, observe that (1) obviously implies (2); that (3) implies
(1) follow by inspection. The only non-trivial point is that (2) implies (3). If one
takes Proposition (6) for granted and assumes that f is continuous, it is immediate.
Indeed, In f is then a collision invariant, which is clearly equivalent to the fact that
f is a Maxwellain.

Since we do not know in general whether f is continuous, the implication

(2) = (3) is a consequence of the following
Lemma 12: (Perthame [64].) Let f > 0 a.e. be a measurable function such that
/ (1+ o) f(v)dv < +o0. (4.3.0.28)
RD
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If
f)f(vi) = f(")f(vy) (4.3.0.29)
for a.e. (v,v1,w) € RP x RP x SP~L with v' and v} given by (4.1.0.3), then f is a

Mazwellian.

Perthame’s proof uses the Fourier transform of the functional equation on f in a
very clever way; see also [10] on pp. 47-48.
From the above statement on the collision integral, we deduce the following

important consequence on solutions to the Boltzmann equation.

Corollary 6: Let F' = F(t,z,v) > 0 be a solution to the Boltzmann equation that is
rapidly decaying and such that In F' has at most polynomial growth as |v| — +00.

Then, one has

&/ FInFdv+V,- vFIn F dv
RD

RD
1 F'FY
=-7 /// (F’Fl’—FFl)ln(FFl)b(vl—v,w)dwdvlSO.
1

SP-1xRD xRD

(4.3.0.30)
The above inequality is the so-called entropy inequality. Upon defining
1
S:—/ FInFdv, N:—/ (v—u)FInFdv, (4.3.0.31)
P JrD RD
we see that the differantial inequality (4.3.0.30) takes the form
(pS)+ V- (pSu+ N)>0. (4.3.0.32)

Again, this differential inequality is formally reminiscent of the Lax-Friedrichs cri-
terion that selects admissible solutions to hyperbolic systems of conservation laws,
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of which the Euler equations for compressible fluids are the most famous exam-
ple. See [17] section 4.3 for a discussion of this criterion. In the case of the Euler
equations for perfect gases, N = 0, so that the above differential inequality means
that the specific entropy S is a nondecreasing quantity along the trajectory of each
infinitesimal fluid element.

However, the inequality (4.3.0.32) is satisfied by any solutions to the Boltz-
mann equation, therefore by any monotomic gas in kinetic regimes.

A considerable difference with the theory of ideal fluids is that Boltzmann’s
H-Theorem provides an expression for the entropy production rate in terms of the
number density that is local in (¢,z). In the theory of ideal fluids, one only knows
that the entropy is produced across shock waves, but there is no expression of the

entropy production there.

4.4  More General Collision Kernels

The Boltzmann collision kernel considered so far involved the collision kernel
b(vy —v,w) = 2r?|(vy —v) - W (4.4.0.33)

that corresponds to pairwise elastic collision between hard spheres of radius r. But
gas molecules are more complicated objects than just hard spheres, and their pair-
wise interaction is a rather complex combination of electrostatic potential created
by the elementary constituents of the molecules (electrons and protons.)

In general, the collision kernel b is positive almost everywhere, locally inte-
grable. The Galilean invariance of the collisional physics implies that b has the
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classical form
b(vy —v,w) = vy — v|E(|lvy — v, |w-nl). (4.4.0.34)

V11—V
[v1—v]

where n = and X > 0 is the specific differential cross-section, which has units
of area (length?) over mass.

The specific dependence of b on (v, v;,w)—more specifically the fact that b

only depends on |v; — v| and |w - n|—implies that
b(vy —v,w) = b(v — vy, w) = blv] — v, w) (4.4.0.35)

for each (v, v1,w) € RP xRP xSP~1. These relations imply that the collision integral
(4.1.0.2) satisfies the Boltzmann identity (4.2.0.13) and the resulting conservation
laws, as well as Boltzmann’s H-Theorem and its consequence.

Of course all these properties are subject to the obvious requirement that the
Boltzmann collision integral should converge in some sense. This is however far
from obvious whenever the molecular interaction is given by a long-range potential.
A typical example of such a situation is the case of an inverse power-law repulsive

potential of the form
c
Ulr)=—, (4.4.0.36)
where ¢ and k are positive constants, and r is the intermolecular distance. Instead of
giving a complete derivation of the collision kernel b—-or equivalently of the cross-
section X—in this case, we refer the interested readers to [13], and summarize the
results there.

In this case, one can show that b has the factored form

b(vr — v,w) = o1 —v[*b(lw - n|), with B=1-1. (4.4.0.37)
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This will be locally integrable with respect to dv, provided 3 > —3, which leads to
the constraint

k> 1 (4.4.0.38)

meaning that the marginal case of the Coulomb potential £ is excluded. We will
not give the function b here. We will however remark that b is well-behaved except

for a singularity at w - n = 0 of the form

~ P ~

b(s)~s " as s—0, with g=1+

EIN]

(4.4.0.39)

This singularity arises due to the infinite range of the ¢/r* potential. It reflects
the fact that there are many collisions in which the colliding molecules do not pass
very close to each other and are therefore deflected only slightly. This singularity
has proved difficult to analyze. For example, the fact that this singularity is not
integrable with respect to dw means that the gain and loss part of the Boltzmann

collision integral, defined respectively as
B*(f, f) = // f1f'0(v1 — v, w) dvydw ,
RD xs§D-1

B~(f, f) = // fifb(v; —v,w) dvydw

RD xsD~-1

(4.4.0.40)

do not make sense. So-called cut-off collision kernels have therefore been introduced.
These replace the exact b above with a more regular one, by replacing the angular
part of the cross-section, i.e., the function b with its truncation for s below some

small value sg, that can be defined as

b(s) = inf (b(so, )b(s)) - (4.4.0.41)
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Grad [38] argued that this truncation is legitimate on physical grounds for neutral
gases, since grazing collisions (which are responsible for the singularity of bats= 0)
are statistically negligible in that case. In the case of plasmas such a truncation is
of course not valid and grazing collisions are important in some variety of physical
regimes. In any case, these considerations led Grad to propose the notion of “cut-
off potentials”—a slightly improper terminology [37, 38], since in this procedure,
it is the collision kernel that is truncated and not the potential. More specifically,

we shall say that the collision kernel b comes from a “hard potential” if, for each

(z,w) € RP x §P-1

0 < b(z,w) < C(1+|2)® and / bew)do > 2(1+ ) (440.42)

sD-1

for some 3 € [0,1] and C, > 0. Instead, we shall say that it comes from a “soft
cut-off potential” if b satisfies above conditions with § € (=3, 0).
In addition to the case of hard spheres mentioned above, a notable particular

case is that of a “cut-off Maxwellian interaction” corresponding to
b(z,w) = b(jw-n|), (4.4.0.43)

with 0 < b € C([0,1]). This particular case attracted Maxwell’s attention since
the linearized collision integral can then be reduced to diagonal form explicitly by
using Sonine polynomials (a multidimensional variant of Hermite polynomials.) In
the sequel, we shall mostly consider hard cut-off potentials, and sometimes only the

particular case of hard spheres.
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4.5 Linearized Collision Integral

Let pand # > 0, and u € R?, M pu,6) be a uniform Maxwellian; the lineariza-

tion at M, ¢) of the collision integral is defined as follows

ﬁM(p7u79)¢ = _QM_l )B(M(p,u,9)7 M(p,u,0)¢)

(pu,0

(4.5.0.44)
— //(gb +¢1 — ¢ — ¢)b(vr — v,w) M, 0 (V1) dvrdw,
here we have used the relation
M(p,u,g) (U)M(p,uﬂ) (Ul) = M(p’u,g) (UI)M(p,u,g) (’Ui) . (4.5.0.45)

The dependence on the parameters p,u and 6 of the linearized collision integral is
handed most easily by using the translation and scaling invariance of the collision
kernel. So we can actually restrict our discussion to the case where M = M ) is
the centered reduced Gaussian.

Translation and the scaling invariance of L, ,, - Indeed, if 7, and m, denote

.
respectively the translation and scaling isometries on L!'(R?) defined by
TwF(c) = Flv—w), (m\T)(v)=A3F\ ) (4.5.0.46)
One has
B(1oF, 7 F) = 1,B(F, F), B(myF,myF) = mB(F, F), (4.5.0.47)
We can deduce that

EM(p,u,@)(¢) = (p\/é)Tum\/éﬁM(ml/\/@T—uﬁb) . (4.5.0.48)

This relation shows that it is enough to study the linearization of the collision
integral at the centered reduced Gaussian M = M, 1) with an arbitrary collision

kernel b.
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Rotational invariance of Ly, ,,,- The group O3(R) of orthogonal 3 x 3 matrices

(i.e., matrices R such that RRT = RT R = I) acts on functions on R” by the formula
fr(v) = f(R™v), ReO3(RP), veRP; (4.5.0.49)
likewise its action on vector fields is defined by
Ur(v) = RU(R™), R€ O3(RP), veRP; (4.5.0.50)
while its action on symmetric matrix field is given by
Sgp(v) = RS(RT™w)RT, R<c O3(RP), veR”; (4.5.0.51)

The Boltzmann collision integral is obviously invariant under the action of O3(R)—
indeed, the microscopic collision process is isotropic. In fact, an elementary change

of variables in the collision integral shows that
B(®r, ®r) = B(P,P)r (4.5.0.52)

for each continuous, rapidly decaying ®. since the centered unit Gaussian M =

M1,0,1) is radial function, this rotation invariance property goes over to Ly;:

Ly(9r) = (Lyd)r- (4.5.0.53)

Extending £, to act componentwise on vector or matrix fields on R, one finds
that

Ly(Ug) = (LyU)g (4.5.0.54)

for continuous, rapidly decaying vector fields U, and

Lar(Sk) = (LarS) g (4.5.0.55)
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for continuous, rapidly decaying matrix field S and Sk are defined above. As we
shall see below, this O3(R)—invariance of £, has important consequences: it implies
in particular that the viscosity and heat conductivity are scalar quantities (and not
matrices.)

The Fredholm property. We assume that the collision kernel b satisfies a hard poten-
tial cut-off assumption (4.4.0.42), for some § € [0,1] and C, > 0. Consider L, the
linearization of the Boltzmann collision integral at the centered, reduced Gaussian
state M above. (Notice that we have discarded the dependence of £ on b and M
for notational simplicity.) From (4.5.0.44), we infer that £ can be split as the sum

of a local (multiplication) operator and of an integral operator, as follows:

L6(v) = a(|o])$(v) — Ke(v). (4.5.0.56)

where the collision frequency is

a([v]) = // b(vy — v, w) M, dvydw . (4.5.0.57)

RD xsD~-1

The nonlocal operator IC is further split into two parts
Ko =Kyp— K10, (4.5.0.58)

where

’C1¢ = / ¢1b(7}1 - U7W>M1 dvldw )

RD xsDP—-1
Kot = / / (& + &)b(vr — v,w) My durds (4.5.0.59)
RD xsP—-1
=9 // ¢'b(vy — v,w) My dvydw .
RDP xsDP-1
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It is clear that K; is compact operator on L?(Mdv); that Ky shares the same property
is much less obvious, and was proved by Hilbert [39] in the hard sphere case. Fifty
years later, Grad [38] introduced the cut-off assumption which now bears his name

and used it in particular to extend Hilbert’s result to all cut-off potentials.

Lemma 13: (Hilbert/39], Grad [38].) Assume that b is a collision kernel that sat-
isfies the hard cut-off assumption (4.4.0.42). Then the operator Ko is compact on

L2(Mdv).

With above preliminary results, we establish the main property of the linearized
collision operator L)y, i.e., that it satisfies the Fredholm alternative in some weighted

L? space.

Theorem 9: (Hilbert[39].) Assume that the collision kernel b satisfies the hard cut-
off assumption (4.4.0.42). Then the linear operator L is a nonnegative unbounded
self-adjoint Fredholm with domain D(L) = L*(a*Mdv) (a being the collision fre-

quency defined in (4.5.0.57).) Its null space is the space of collision invariants:
Null = span{l,vl,UQ,vg, |v[2} . (4.5.0.60)

Moreover the following coercivity estimate on Nulll(ﬁ) holds: there exists C' > 0

such that, for each ¢ € L*(aMdv), one has

/qs,cgb(u)M(v) dv > C/(gb — I¢)*aM dv, (4.5.0.61)

where 11 is the L*(Mdv)—orthogonal projection on Null(L).

An important consequence of Theorem (9) is that the integral equation

Lo=1p, € L*(Mdv) (4.5.0.62)
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satisfies the Fredholm alternative:
e Either ¢ LNull(£), in which case (4.5.0.62) has a unique solution
¢o € L*(a*Mdv) N Null*(L); (4.5.0.63)
then any solution to (4.5.0.62) is of the form

¢ =¢o+ ¢1, where ¢y isan arbitrary element of Null(£); (4.5.0.64)

e Or ¢ ¢ Null(£), in which case (4.5.0.62) has no solution.

Example: Consider the matrix field
Aw)=v®v— 5T, (4.5.0.65)

and the vector field

B(v) = Lo(juf? - 222). (4.5.0.66)

here we take D = 3. Clearly
Ajk 1 Null(ﬁ) > Bl 1 Null(ﬁ) ,Ajk 1 Bl y j, k?,l = 1, 2, D (45067)

In fact, more is true:
/A(v)f(|v|2)Mdv =0, /A(v)vf(|v|2)M dv=20
RD RD

/B(v)f(|v\2)Mdv o, /B(v) oMdv=0.

RD RD

(4.5.0.68)

The second and third formulas are obvious since A is even and B odd. As for the

first formula, observe that A is an isotropic matrix, in the sense that A(Rv) =
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RA(v)RT for each R € O3(R) — ——with the notation above for the action of O3(R)
on symmetric matrices, Agr = A for each R € O3(R). Hence the matrix

/A(v)f(|v|2)M dv (4.5.0.69)

RD

commutes with any R € O3(R) — ——as can be seen by changing v into Rv in the
above integral-—and is therefore a scalar multiple of the identity matrix. But

tr/A(v)f(|v|2)M dv = /trA(v)f(|v|2)M dv = 0 (4.5.0.70)

RD

and hence this scalar multiple of identity matrix is null. The fourth and last formula

is based on the following elementary recursion formula for Gaussian integrals
/ [o|"M dv = (n+1) / [o]"2Mdv, n>2. (4.5.0.71)
RD RD

(use spherical coordinates and integrate by parts.)
In particular, the Fredholm alternative implies the existence of a matrix field

A and a vector field B such that

LA=A and A L Null(L),

(4.5.0.72)
LB=B and B 1 Null(£).
Observe that
L(AR)=Ar=A, and A _LNull(£), forall Re O3R),
(4.5.0.73)
L(Br)=Br=B, and B LNull(£), forall Re OsR),
so that, by the uniqueness part in the Fredholm alternative
Ar=A and Br=B forall ReO3R). (4.5.0.74)
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An elementary geometric argument (considered classical in the literature on the
Boltzmann equation, with a complete proof in [19]) shows the existence of two

scalar functions

a:R. —»R, b:R, =R (4.5.0.75)

such that
Aw) = a([v))A(w), and B(v) = b(jv|*)B). (4.5.0.76)

As we shall see in later chapters, the viscosity and heat conductivity of a gas are
expressed as Gaussian integrals of the scalar functions a and b—and therefore are

scalar quantities themselves.

4.6 Formal Structure of the Boltzmann Equation

In this section we collect some basic facts we will need in later chapters. These
will include nondimensionalization, formal conservation and dissipation, and the
DiPerna-Lions theory of global solutions to the Cauchy problems of the Boltzmann

equation, i.e.,
OF+v-V,F=B(F,F) F0z,9)=F"z,v)>0. (4.6.0.77)

where as introduced in the last section, the Boltzmann collision operator B acts only
on the v arguments of F', namely

B(F,F)= // (F{F' — FyF)b(v; —v,w) dwduvy , (4.6.0.78)

SD-1xRD

where the collision kernel b satisfies the hard potential cut-off condition (4.4.0.42).
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4.6.1 Dimensionless Form

We will work with the nondimensionalized form of the Boltzmann equation
that used in Bardos-Golse-Levermore’s program [7]. Before entering the subject
of hydrodynamic limits, we first describe the Boltzmann equation in dimensionless
variables. In these variables, two dimensionless parameters, called the Knudsen and
Strouhal numbers naturally appear in the Boltzmann equation. In this section, we
consider the Boltzmann equation for general cut-off potential.

Choose a macroscopic length scale L and time scale T, and a reference tem-

perature ©. This defines two velocity scales:

e One is the speed at which some macroscopic portion of gas is transported over
a distance L in time T, i.e.,

U= (4.6.1.1)

L .
T Y
e The other one is the thermal speed of the molecules with energy %H@; in fact,

it is more natural to define this velocity scale as
c=1/-— (4.6.1.2)

with m being the molecular mass, which is the speed of sound in a monatomic

gas at the temperature ©.

Define next the dimensionless variables involved in the Boltzmann equation, i.e., the

dimensionless time, space and velocity variables as

ot
i=—. a}:%, and @:%. (4.6.1.3)
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Define also the dimensionless number density
L3 3
== (4.6.1.4)

N F(t,z,v),

F(t,z,0)

where N is the total number of gas molecules in a volume L3. Finally, we must

rescale the collision kernel b. b(z,w) is the velocity multiplied by the scattering

cross-section of the gas molecules. Define
with 2= —| (4.6.1.5)
c

.- 1
b(Z,w) = = wrQb(Z’w)

where 1 is the molecular radius.
If I satisfies the Boltzmann equation
(F{F' — FiF)b(v; —v,w) dvidw,

(4.6.1.6)

6%51+-U "7xl7‘+
RD x§P-1
then
L _ - - 2 SR A
—T@gF +0-V3F = N;T / (F{F' — FyF)b(0; — 0,w) diydw . (4.6.1.7)
&
RD xSP-1
The factor multiplying the collision integral is
N x mr? L 1
L = = — 4.6.1.8
S mean free path  Kn’ ( )
where Kn is the Knudsen number defined above. The factor multiplying the time
(4.6.1.9)

x L
=: St

Si=

derivative
is called the kinetic Strouhal number (by analogy with the notion of Strouhal number

used in the dynamics of vortices.) Hence the dimensionless form of the Boltzmann
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equation is

N . 1 N PP
SUGF + 0 Vol = — // (EIF — FyF)b(6) — 0,w)dindw.  (4.6.1.10)
n
RDP xsP-1

There is some arbitrariness in the way the length, time and temperature scales L,
T, © are chosen. The most natural thing to do is choose these in a way that is
consistent with the geometry of the domain where the gas motion takes place, the
time necessary to observe significant gas motion, and the distribution function at
the initial instant of time.

All hydrodynamic limits of the Boltzmann equation correspond to situations

where the Knudsen number Kn satisfies
Kn=e<x1. (4.6.1.11)

But there is no universal prescription for the Strouhal number in the context of
the hydrodynamic limit; as we shall see in the next chapter, various hydrodynamic
regimes can be derived from the Boltzmann equation by appropriately tuning the
Strouhal number.

Fluid models (acoustic system, incompressible Stokes, incompressible Navier-
Stokes, etc.) can be formally derived from the Boltzmann equation through a scaling
the density F is close to a spatially homogeneous Maxwellian M = M (v) that has the
same total mass, momentum, and energy as the initial data F™*. By an appropriate
choice of a Galilean frame and of mass and velocity units, it can be assumed that

this so-called absolute Maxwellian M has the form

S ex —1v2
M(v) = pmE: p< = y) . (4.6.1.12)
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This corresponds to the spatially homogeneous fluid state with density and temper-

ature equal to 1 and bulk velocity equals to 0, and is consistent with the form of

both the Compressible Stokes system given by (6.1.0.10).

It is natural to introduce the relative density, G = G(t,x,v), defined by F' =

MG . Recasting the initial-value problem (4.6.0.77) for G yields
1 .
0,G+v-V,G= ZQ(G’ G,) G0, z,v) =G"(z,v) >0,
where the collision operator is now given by

9(G,G) = // (G1G" — G1G)b(vy — v,w) dwM;duvy ,

SD-1yxRD

with the non-dimensional collision kernel b being normalized so that

/// b(w,v; —v) dwMidvyMdv = 1.

SP-1xRD xRDP

The positive, nondimensional parameter € is the Knudsen number.
This nondimensionalization has the normalizations

/dwzl, /Mdvzl, /dle,
RD

sD-1 TD

(4.6.1.13)

(4.6.1.14)

(4.6.1.15)

(4.6.1.16)

associated with the domain SP~! RP | and TP, respectively, (4.6.1.15) associated

with the collision kernel b, and

// G M dvdx =1, // vG™ M dvdx =0,

RD xTD RD xTD

// HPG™ M dvdx = 2,

RD xTD

associated with the initial data G .
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Because Mdv a positive unit measure on R” | we denote by (£) the average

over this measure of any integrable function £ = £(v),

(&) = /Mdv. (4.6.1.18)

because
dp = b(w, vy — v) dwMdvy Mdv (4.6.1.19)

is a positive unit measure on SP~1 x RP x RP | we denote by {(Z)) the average over

this measure of any integrable function = = Z(w, vy, v),

(E) = / / =(w, v, 0) dpt. (4.6.1.20)

SP-1xRD xRD

the measure dy is invariant under the coordinate transformations
(w,v1,0) = (w,v,01),  (W,v1,0) — (W,v7,0). (4.6.1.21)

These, and compositions of these, are called du—symmetries.

4.6.2 Formal Conservation and Dissipation Laws

We now list for later reference the basic conservation and entropy dissipation
laws that are formally satisfied by solutions to the Boltzmann equation. Derivations
of these laws in this nondimensional settings are outlined in [7] and can, up to
notational differences, be found in [13], sec. I1.6-7, [25], sec. 1.4, or [27].

First, if G solves the Boltzmann equation (4.6.1.13), then G satisfies local
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conservation laws of mass, momentum, and the energy:
O(G)+ V.- (vG) =0,
0 (vG) + V., - (v®vG) =0, (4.6.2.1)

O (3|v)*G) + V, - (vi|v]*G) = 0.
Integrating these over space and time while recalling the normalizations (4.6.1.17)

of G yields the global conservation laws of mass, momentum, and energy:

/ (G(b) do / (G dp =1,

oty s = [wem e =1, (46.2.2)
[arrc)ar= [Qpenao-1.

Secondly, if G solves the Boltzmann equation (4.6.1.13), then G satisfies the

local entropy dissipation law

0(GlogG — G+ 1)+ V, - (v(GlogG — G +1)) =

) e, (4.6.2.3)
. e <0.
e<< log<GG)(G1G GlG)>>_O
Integrating this over space and time gives the global entropy equality
1 /[t A
HG@#) + » / R(G(s)) ds = H(G™) | (4.6.2.4)
€ Jo
where H(G) is the relative entropy functional
H(G) = /(GlogG -G+ 1)dr, (4.6.2.5)

TD

and R(G) is the entropy dissipation rate functional

R(G) = /<<1 log (Zlg) @ — G10)>> dz (4.6.2.6)

™D
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4.7 DiPerna-Lions Theory for the Boltzmann Equation

In order to mathematically justify the fluid dynamical limits that were derived
formally in the last section, two things must be made precise: (1) the notion of so-
lution for the Boltzmann equation and (2) the sense in which the solutions fluctuate
about the absolute Maxwellian. Ideally, the solutions should be global in time while
the bounds and scalings should be physically natural. We therefore work in the
setting of the DiPerna-Lions theory of renormalized solutions. The theory has the
virtues of considering the physically natural class of initial data, and consequently,
of yielding global solutions. These solutions have been used to study the incom-
pressible Navier-Stokes limit and the incompressible Euler limit, the acoustic limit
and the Stokes limit. The works have developed the theory introduced in [8], which
uses the relative entropy and the entropy dissipation rate to control the fluctuations
about the absolute Maxwellian.

DiPerna and P.-L. Lions defined the following solution:

Definition 6: A nonnegative function F' € C(Ry; L}(RP x RP)) is a renormalized

solution to the Boltzmann equation if and only if

B(F, F)

e LL (dtdzd 4.7.0.7
\/H—F loc( x U) ( )

and for each 8 € C'(Ry) s.t. |3 (Z)] < \/STF for all Z > 0, one has

(0, +v - V,)B(F) = B(F)B(F, F) (4.7.0.8)

in the sense of distribution on R* x RP x RP.



With this definition (actually a slightly more restrictive one,) DiPerna and P.-L.

Lions proved the following remarkable result in [20].

Theorem 10: DiPerna-Lions Let F™ > 0, a.e. satisfying

// (14 |v]* + [In F™(t, 2, v)| ) F™(t, 2,v) devdv < 400, (4.7.0.9)

RD xRD

and assume that the collision kernel b in Boltzmann’s collision integral satisfies the

weak cut-off assumption

be L (RP x SP71)

loc

/ b(w) dw — 0 (4.7.0.10)

|z—w|<R

1+ |z|?
as |z| — +oo for each R > 0. Then, there exists a renormalized solution to the

Boltzmann equation satisfying the initial condition F|—y = F'™. Furthermore, this

renormalized solution has the following properties

1. 1t satisfies the equation of continuity

8t/ Fdv+V, / vEFdv=0, (4.7.0.11)
RD RD

and the following variant of the local conservation law of momentum:

8t/ vFdv+V, - vR@uEFdv+V, - M=0, (4.7.0.12)
RD

RD

where M is a nonnegative symmetric matriz whose entries belong to L>=(R . ; M(RP));

2. it satisfies the total mass and momentum conservation

/ / F(t) dvdv = / / F™(¢) dwdv,

REXED ROXED (4.7.0.13)
// vE(t) dedv = // vF"(t) dzdv
RD xRP RD xRP
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together with the following energy inequality: for each t > 0,

/ / Lo PF(t) drdv < / / Ly Fin(t) dedo, (4.7.0.14)

RD xRD RD xRD
more precisely, for a.e. t > 0, one has
// slPF() dmﬁ/ tr(9M)(t) = // LoPF™(t) dodv,  (4.7.0.15)

RD
RD xRD RD xRD

3. finally, it satisfies the entropy inequality: for each t > 0,

1 [ F'F|
—/ ds/ dx /// (F'F{ — FF))In L) b(v — vy, w) dwdvdo,
4 0 RD FFl

RDxRDPSD-1

< // F™In F™ dody — // Fln F(t) dxdv.

RD xRD RD xRD
(4.7.0.16)

DiPerna-Lions renormanalized solutions are not known to satisfy many properties
that one would formally expect to be satisfied by solutions to the Boltzmann equa-
tion. In particular, the theory does not assert either the local conservation of mo-
mentum, the global conservation of energy, the global entropy equality, or even a
local entropy inequality; nor does it assert the uniqueness of the solution. Neverthe-
less, it provides enough control to establish the limits to incompressible linearized
models, for example, Stokes system. Under some assumption on collision kernel, the

limit to the weakly nonlinear model can be justified [34, 35].
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5. FLUID DYNAMICS FROM BOLTZMANN EQUATIONS

In this chapter, we study the weakly compressible approximations of gas dy-
namics in kinetic setting. We start from the Boltzmann equation, to derive the fluid
dynamical systems. Fluid dynamics regimes are those where the mean free path is
small compared to the macroscopic length scales, i.e., where the Knudsen number
¢ is small. Hilbert [39] proposed that at the formal level all derivations of fluid
dynamics should be based on a systematic asymptotic expansions in €. A slightly
different asymptotic expansion in €, the Chapman-Enskog expansion, was proposed
later by Enskog [22]. The Chapman-Enskog expansion yields at successive orders
the compressible Euler system and the compressible Navier-Stokes system. In this
chapter, we use moment-based formal derivations [7, 8, 9], which put fewer demands
on the well-posedness and regularity of the solutions to the fluid equations.

In section 5.1, first we present moment-based formal derivations of the acoustic
system from the Boltzmann equation. Then in section 5.2 we state the formal limits
theorem of the Boussinesq-balanced incompressible models, including incompressible
Stokes, incompressible Navier-Stokes, and incompressible Euler systems. In section
5.3, We then review the corresponding convergence theorems from DiPerna-Lions so-
lutions of the Boltzmann equation to solutions of the fluid equations. This program

began with Bardos-Golse-Levermore (BGL), later joined by P.-L. Lions, Masmoudi



and Saint-Raymond. All the formal and rigorous justification of these fluid limits for
Boussinesg-balanced incompressible models are about the well-prepared initial data
in the sense that the initial moments of the fluctuation obey the incompressibility
and Boussinesq relations.

In the last section of this chapter, we state our new formal derivations of the
weakly nonlinear hydrodynamic limits for the general initial data, i.e., the initial
data are not necessary to satisfy the incompressibility and Boussenesq relations.
In this case, the fast acoustic waves are expected to occur. Even in the formal
sense, the derivations are not trivial. we employ our averaging method developed
in the chapter 2 and 3 to formally derive that asymtotically, the fluid behavior
of the Boltzmann equation is governed by linear or weakly nonlinear models, such
as weakly compressible Stokes and weakly compressible Navier-Stokes system. The
projections of these weakly nonlinear fluids systems on the slow modes are incom-
pressible Stokes, Navier-Stokes, and Euler systems, which are consistent with the
formal limits results before. When the initial data are not well-prepared, the pro-
jections on the fast modes are nontrivial. We derive the averaged equations which
describe the propagations of the fast waves. Thus, we generalize the formal weakly
nonlinear hydrodynamic limits before.

The weakly compressible Stokes system and weakly nonlinear Navier-Stokes
system can be formally derived from the Boltzmann equation through a scaling in
which the density F' is close to the absolute Maxwellian M. More precisely, we

consider families of solutions parametrized by the Knudsen number € that have the
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form
Gin -1 4 5Ggin’ Ge =1 + 56967 (5001)

where G, are relative density defined in the last chapter, which satisfies the scaled

Boltzmann equation with the initial data G, i.e.,
1 .
oG +v-V,G=-9(G,G,) G(0,z,v) = G"(z,v) > 0. (5.0.0.2)
€
where the collision operator is now given by

(G, G) = / / (GG — ChG)b(vy — v,w) dwMyduy (5.0.0.3)

SD—-1xRD

We assume formally that the fluctuations g™ and g. are bounded while §. > 0
satisfies

de =0 ase—0. (5.0.0.4)

We also assume the normalizations of the collision kernel b, the measures on SP~1,
RP, TP, and of the initial data, as we did in the last chapter, see (4.6.1.15),
(4.6.1.16), and (4.6.1.17).
In these derivations we assume that g. converges formally to g, where the lim-
iting function g is in L>(dt; L*(Mdvdzx)), and that all formally small terms vanish.
For example, we express the global conservation laws, which are the same for

all of our derivations, in terms of g. and then formally let ¢ — 0 to obtain

/TD (9(t)) dr =0, /TD (vg(t))dz =0, /TD@\ng(t)) dr =0. (5.0.0.5)

Henceforth, the derivations differ.
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5.1 Formal Derivation of Acoustic System

Before we formally derive the weakly compressible Stokes system and weakly
nonlinear Navier-Stokes system, we derive the acoustic system. All the results in
this section we present here belong to Bardos-Golse-Levermore, [9, 29]. Basically,
we follow their presentation. The acoustic system is the linearization about the
homogeneous state of the compressible Euler system. After a suitable choice of

units, int his system the fluid fluctuations (p,u, 6) satisfy
Oip+Ve-u=0, p(0,z)=p"(x),
Ou+Vailp+0)=0, u(0,2)=u"(z), (5.1.0.6)
200 +V,-u=0, 0(0,z)=0"(z).
This is one of the simplest system of fluid dynamical equations imaginable, being
essentially the wave equation.
Acoustic scaling. It is most natural to derive the acoustic system first because
its derivation is simpler and requires no additional assumptions regarding either the

scaling or the collision kernel. One sets St = 1 and considers a family of formal

solutions G, to the scaled Boltzmann initial-value problem
G +v-V,G= %Q(G, G,) G(0,z,v) = G"™(z,v) . (5.1.0.7)
with G, = 1 + d.g. for some ¢, that satisfies
de =0 ase—0. (5.1.0.8)

The derivation of the acoustic system has two steps [29, 9].
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Step 1: Limiting number density fluctuations. We first determine the form

of the limiting function g. Observe that the fluctuation g, satisfy

€(01ge + v+ Vage) + Lge = 06.9(9e, ge) (5.1.0.9)

where the linearized collision operator L is defined formally by

Lg=-29(1,9) : )
5.1.0.10

— // (G+ 3. — 7 — 7.)b(v — v,,w) dwM.,dv,
RD xsP-1
It can be shown that £ is defined as the unique nonnegative, self-adjoint extension
over L?(Mdv) of this formal operator [13]. By letting ¢ — 0 above one finds that
Lg = 0. Hence, g(t,z,-) takes values in Null(£), the null space of L.
We recall that

Null(£) = span{1, vy, - - vp, [v|*}. (5.1.0.11)
Because the limit g(¢,z,-) takes values in Null(£) and ¢ is assumed to belong to
Leo(dt; L*(Mdvdz)), we conclude that g has the form

g(t,z,v) = p(t, ) +ult,z) v+ 0(t,x) (3] = L), (5.1.0.12)

for some (p,u,0) in L>®(dt; L*(dz; R x RP x R)).

This form is called an infinitesimal Maxwellain because

™ B 1+ 6dp . |v — dul?
(1+9p,0u,14+660) — (27r(1 T 59))% Xp 2(1 + 50)

(5.1.0.13)
= M(1+dg+ O(6%)).

Step 2: Conservation Laws. Next we show that the evolution of (p,u,0) is

governed by the acoustic system. Observe that the fluctuations g. formally satisfy
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the local conservation laws
9i(ge) + Vi - (vge) =0,
O (vge) + Vi - (v ®@wvge) =0, (5.1.0.14)
0i(3lv[°ge) + V- (vglv]?ge) = 0.
Letting € — 0 in these equations and using the infinitesimal Maxwellian form of g,

one then finds that (p,u, @) solves the acoustic system.

Next, assuming the continuity of the above densities in time, one finds that
(o ™, 67) = i ((g2"). (wgi™), (B[l — 1)gi")). (5.1.0.15)

provided we assume that the limits on the right-hand side exist in the sense of

distributions for some (p™, u’™, 0™) € L?(dz; R x RP x R).

Theorem 11: (The Formal Acoustic Limit Theorem) Let G. be a family of
distribution solutions to the scaled Boltzmann initial-value problem (5.1.0.7) with
initial data G™ that satisfy the normalization (4.6.1.17) above. Let G™ =1 + §.g™

and G, = 149.g9. where 0. — 0 as € — 0, and the fluctuations gi” and g. are bounded

in L>®(dt; L*(Mdvdz)). Moreover:

1. Assume that in the sense of distributions the family g™ satisfies

lim({g¢"), (vgl"), ((Hlo)* = D)gi™)) = (p™ ™, 0™) (5.1.0.16)

e—0

for some (p™,u™ 0") € L*(dz; R x RP x R);

2. Assume that the local conservation laws (5.1.0.14) are also satisfied in the sense
of distributions for every g;
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3. Assume that the family g. converges in the sense of distributions as € — 0 to

g € Cy(dt; L*(Mdvdz)); assume furthermore that Lg. — Lg, that the moments

(9),  (vge), (g, (©|v|°ge), (5.1.0.17)

converge to the corresponding moments

(9), (vg), (w®uvg), (vlv]*g), (5.1.0.18)

and that every formally small term vanishes, all in the sense of distributions

as € — 0.

Then g is the unique local infinitesimal Mazwellian (5.1.0.12) determined by the

solution (p,u,0) of the acoustic system with initial data (p™,u™,6™).

Complete derivations of the acoustic system from the Boltzmann equation are to
be found in [9] in the case of bounded collision kernels, and in [29] for more general

kernels.
5.2 Formal Derivation of Incompressible Systems
It is easily seen that any (p,u, ) € L*(dz; R x RP x R) such that

Ve-u=0, Vi,(p+60)=0, (5.2.0.19)

is a stationary solution of the acoustic system which will generally vary in space.
On the other hand, it can be shown that absolute Maxwellians are only stationary

solutions to the Boltzmann equation.
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It is clear that the time scale at which the acoustic system was derived was not
long enough to see the evolution of these solutions. By considering the Boltzmann
equation over a longer time scale. By considering the Boltzmann equation over
a longer time scale one can give formal derivations of these incompressible fluid
dynamics, depending on the limiting behavior of the ratio % as € — 0. In order to
identify how the different regimes arise, we reconsider the Boltzmann initial-value

problem on a time scale Tie, where
7.—0 as e€—0. (5.2.0.20)
Upon setting St = 7, the scaled Boltzmann initial-value problem becomes
T7.0,G +v -V, G = %Q(G, G,) G(0,2,v) = G"(x,v) . (5.2.0.21)

The idea is to identify possible choices for 7, by seeking different balances between

terms as € tends to zero. We will show the following:

e When % — 0, one considers time scales of order %7 ie., 7. = €, and an

incompressible Stokes system is derived.

e when % — 1 (or other nonzero number,) one considers time scales of order %,

i.e., 7. = ¢, and an incompressible Navier-Stokes system is derived.

e When % — 00, one considers time scales of order (%, ie., 7. = 4., and an
€

incompressible Euler system is derived.

In the previous works [7, 8, 29], the derivations from the Boltzmann equation to
the incompressible fluids models work only to the well-prepared initial data in the
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sense that the initial (p™ u™, 6™) satisfies the incompressibility and Boussinesq
relation (5.2.0.19). Before we state these formal results, we list the Boussinesq-
Balanced incompressible fluid systems: the incompressible Stokes, Navier-Stokes,
and Euler systems. They can be derived all govern the fluctuations of mass density;,
bulk velocity, and temperature about their spatially homogeneous equilibrium values
[7, 8, 29]. By suitable choices of Galilean frame and units, one can assume that these
equilibrium values are 1, 0, and 1 respectively. We denote the fluctuations about
these values by (p, u, 0).

For all three systems these fluctuations satisfy the incompressibility and Boussi-

nesq relations

Ve-u=0, V.p+6)=0, (5.2.0.22)

The systems differ however in the equations that govern the dynamics of these
fluctuations.

For the Stokes system the dynamics equations are

O+ Vup = nAyu, u(z,0) = u™(z),
(5.2.0.23)

DE20,0 = kA0, 0(z,0) = 0" (),
where > 0 is the kinetic viscosity and £ > 0 is the thermal diffusivity. Like
the acoustic system, the Stokes system is also one of the simplest systems of fluid

dynamical equations imaginable, being essentially a system of linear heat equations.

For the Navier-Stokes system the dynamical equations are

(5.2.0.24)

PE2(9,0 + u - V,0) = KA,0, 0(x,0) = 0" (x),
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where the kinematic viscosity p and the thermal diffusivity x have the same values as
in the Stokes system. Unlike the Stokes system however, the Navier-Stokes system
is nonlinear. While this fact does not complicate its formal derivation, it makes the
mathematical establishment of its validity much harder.

For the Euler system the dynamical equations are

Ou+u-Vyu+Vyp=0, u(z,0) = u™(z),
(5.2.0.25)
0 +u-V,0=0, 0(z,0) = 0" ().
Like the Navier-Stokes system, the Euler system is nonlinear. The full mathematical
establishment of its validity is also an open problem.

As was the case for the acoustic system, the Euler system has stationary
solutions that vary in space. It is clear that the time scales at which the Euler
system are derived was not long enough to see the evolution of these solutions.
Even at a formal level it is unclear how this long-time evolution should be governed.

Now we state the theorem due to Bardos, Golse, and Levermore [7] about the

formal derivation of the incompressible limits.

Theorem 12: (Formal Incompressible Limits Theorem) Let G, be a family of
distribution solutions to the scaled Boltzmann initial-value problem (5.2.0.21) with
initial data G™ that satisfy the normalizations (4.6.1.17). Let G™ = 1 + 6.g™ and
G =1+ 6.9, where 6 — 0 as € — 0, and the fluctuations gi” and g. are bounded

in L>®(dt; L*(Mdvdz)). Moreover:

1. Assume that in the sense of distributions the family g™ satisfies

lim (P (vg:"), ((mizlvl® = Dge™)) = (™, 0™) (5.2.0.26)

e—0
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for some (u'™, 0"™) € L?(dx; R* X R) where P denotes the Leray projection onto

divergence-free vector fields;

2. Assume that the local consideration laws (5.1.0.14) are also satisfied in the

sense of distributions for every g.;

3. Assume that the family g. converges in the sense of distributions as € — 0 to
g € L>®(dt; L*(Mdvdx)). Furthermore, assume that Lg. — Lg, while for each
¢ € L*(Mdv) the moments (£g.) converges to (£g), and that every formally

small term vanishes, all in the sense of distributions as € — 0.

Then g is the unique local infinitesimal Mazwellian (5.1.0.12) determined by the

Je

solutions (u,0) of the Stokes system when ° — 0, the Navier-Stokes system when

% — 1, or the Euler system when % — oo, with initial data (u™, ™).

In the above formal theorem, the initial condition (5.2.0.26) is well-prepared, i.e.,
it satisfies the incompressibility condition and the Boussinesq relations (note the
difference between the initial data (5.1.0.16) and (5.2.0.26). A natural question is:
What will happen when the initial data are not well-prepared? In the following
section, we will answer this question formally. Our formal derivation automatically
covers the above Bardos-Golse-Levermore theorem when the initial data satisfies
the incompressibility and Boussinesq relations. So we skip the proof of the Bardos-
Golse-Levermore’s formal limits theorem, which will be a special case of the formal

weakly nonlinear asymptotics theorem.
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5.3 Review of Convergence Results

In this section we review some rigorous convergence results for the fluid limits
from the Boltzmann equation. We closely followed Golse-Levermore’s survey paper
[30]. The program laid out by Bardos, Golse, and Levermore (BGL) [8] is to identify
those fluid dynamical systems that can be obtained through a moment-based formal
derivation and to mathematically justify of those formal derivations.

In order to carry out this program, we must make precise the notion of solu-
tion to the Boltzmann equation, and the notion of solution for the fluid dynamical
systems. Ideally, these solutions should be global in time, while the estimates should
be physically natural.

We therefore work in the setting of DiPerna-Lions renormalized solutions to
the Boltzmann equation, in the settings of L? solutions to the acoustic and Stokes
systems, and in the setting of Leray solutions to the Navier-Stokes equations. These
theories have the virtues of considering pahysically natural calsses of initial data,
and consequently, of yielding global solutions.

There is no such theory for the Euler system so far, so one must work in the
setting of local classical solutions for Euler limits.

One of the central goals for the BGL program is to connect the DiPerna-
Lions theory of renormalized solutions to the Boltzmann equation to the Leray
theory of weak solutions to the incompressible Navier-Stokes equations in space
dimension 3. The main result of [8] for the Navier-Stokes limit is to recover the

motion equation for a discrete-time version of the Boltzmann equation assuming
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the DiPerna-Lions solutions satisfy the local conservation of momentum and with
the aid of mild compactness assumption. This result falls short of the goal in five

respects.

1. First, the heat equation was not treated because the |v|>v terms in the heat

flux could not be controlled.

2. Second, local momentum conservation was assumed because all DiPerna-Lions
solutions are not known to satisfy the local conservation law of momentum (or

energy) that one would formally expect.

3. Third, unnatural technical assumptions were made on the Boltzmann collision

kernel.

4. Fourth, the discrete-time case was treated in order to avoid to control the time

regularity of the acoustic modes.

5. Finally, a mild compactness assumption was required to pass to the limit in

certain nonlinear terms.

In recent works all of these shortcomings have been overcome.

The work of Bardos-Golse-Levermore. First Bardos, Golse, and Levermore
[9] recover the acoustic and Stokes limits for the Boltzmann equation for cut-off
collision kernels that arise from Maxwell potentials. In doing so, they control the

energy flux and establish the local conservation laws of momentum and energy in
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the limit. The scaling they used was not optimal, essentially requiring

~< — 0 rather than J, — 0 for the acoustic limit,

65 5 (5.3.0.27)
—; — 0 rather than — — 0 for the Stokes limit .
€ €

The work of Lions-Masmoudi. Lions and Masmoudi [52] recover the Navier-
Stokes motion equation with the aid of only the local conservation of momentum
assumption and the nonlinear compactness assumption made in [8]. However, they
do not recover the heat equation and they retain the same unnatural technical
assumptions made in [8] on the collision kernel.

There are two key new ingredients in their work. First, they were able to
control the time regularity of acoustic modes. Second, they were able to prove that
the contribution of the acoustic modes to the limiting motion equation is just an
extra gradient term that can be incorporated into the pressure term.

They also cover the Stokes motion equation in [53] without the local conser-
vation of momentum assumption and with essentially optimal scaling. However,
they do not recover the heat equation and they retain the same unnatural technical
assumption made in [8] on the collision kernel.

There are two reasons why they do not recover the heat equation. First, it is
unknown whether or not DiPerna-Lions solutions satisfy a local energy conservation
law. Second, even if local energy conservation were assumed, the techniques they
used to control the momentum flux would fail to control the heat flux.

The work of Golse-Levermore. Golse and Levermore [29] recover the acoustic
and Stokes systems. They make natural assumptions on the collision kernel that
include those classically derived from hard potentials.
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For the Stokes limit they recover both the motion and heat equations with a
near optimal scaling.

For the acoustic limit the scaling they used was not optimal, essentially re-
quiring

5—; — 0 rather than J. — 0. (5.3.0.28)

2

[

There were two key new ingredients in this work. First, they control the local
momentum and energy conservation defects of the DiPerna-Lions solutions with
dissipation rate estimates that allowed them to recover these local conservation laws
in the limit. Second, they also control the heat flux with dissipation rate estimates.
Because they treat the linear Stokes case, they do not face the need either to
control the acoustic modes or for a compactness assumption, both of which are used
to pass to the limit in the nonlinear terms in [52].
The Work of Golse-Saint Raymond. Without making any nonlinear compact-
ness hypothesis, Golse-Saint Raymond [34] recover the Navier-Stokes system for the
Boltzmann equation with cut-off collision kernels that arise from Maxwell poten-
tials. Their majot breakthrough was the development of a new L' averaging lemma
[32] to prove the compactness assumption. This was extracted from Saint-Raymond
[65] where she recovered the Navier-Stokes limit for the BGK model. Their proof
also employs key elements from [52] and [29]. Recently they have extended their
result to the hard sphere collision kernel.
The Work of Levermore-Masmoudi. This extends the work of Golse and Saint-

Raymond. It recovers the Navier-Stokes system for the Boltzmann equation with
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weakly cut-off collision kernels that arise from a wide range of hard and soft poten-
tials.

Using the L' averaging lemma of Golse-Saint Raymond, they show that this
nonlinear compactness hypothesis is satisfied for soft potential. New estimates allow
one to extend the analysis beyond Grad cut-off collision kernels. These new estimates

also allow one to carry out the acoustic and Stokes limits for soft potentials.

5.4 Formal Derivation of the Weakly Compressible Navier-Stokes

System

In this section, we state our new formal derivations of the weakly nonlinear
hydrodynamic limits for the general initial data, i.e., the initial data are not nec-
essary to satisfy the incompressibility and Boussenesq relations. In this case, the
fast acoustic waves occur. we use averaging method developed in the chapter 2
and 3 to formally derive that asymtotically, the fluid behavior of the Boltzmann
equation is governed by linear or weakly nonlinear models, such as weakly com-
pressible Stokes and weakly compressible Navier-Stokes system. The projections of
these weakly nonlinear fluids systems on the incompressible modes are incompress-
ible Stokes, Navier-Stokes, and Euler systems, which are consistent with the formal
limits results before. When the initial data are not well-prepared, the projections
on the fast modes are nontrivial. We derive the averaged equations which describe
the propagations of the fast waves. Thus, we generalize the formal weakly nonlinear

hydrodynamic limits before.
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We start from considering a family of formal solutions G, to the scaled Boltz-

mann initial-value problem

! Q(G,G,) G(0,2,v) = G"(x,v) . (5.4.0.29)

€

TeatG +v- V$G =

whose fluctuations g. are given by (5.0.0.1) for some 0, that satisfies

Oc
— —0, or 1, or oo ase—0. (5.4.0.30)
€

the time scale 7. = ¢ for slow time (Stokes) scale, 7. = 1 for fast time (acoustic)
scale.

The family of the fluctuations g. formally satisfied the local conservation laws
Ou{ge) + V.- (09) =0,
Ay (vge) + Tlevx (w®wvg) =0, (5.4.0.31)
OfbloPg) + V. wlofe) = .
From the formal derivations of acoustic system and incompressible systems, in the
limit € — 0, the limit of the fluctuations g. will be in the null space of the lin-
earized collision operator £. So it is very natural to consider the projection of
the fluctuations g on the Null(£). If we denote these projection as Pg., then
PLg. = (I — P)ge € Null(£)* will be very small asymptotically as ¢ — 0, because
in the limit, it will vanish.

From simple linear algebra, the orthogonal projection from L?*(Mdv) onto

Null(£), which is spanned by 1,vy, -+ ,vp, |v]?, is: for every g € L*(Mdv)

Pg=(3) + wg) - v+ ((Flv*=1)g) Glv—=2) . (5.4.0.32)
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Comparing with the form of the infinitesimal Maxwellian (5.1.0.12), it is very natural

to define the fluid variables associated with the fluctuation of the number density g:

p=1{3), a=(g), 0=2(G*-2)g) . (5.4.0.33)
Using these notations, the local conservation laws (5.4.0.31) can be written as:
. 1 .
atpe—l'_va:'ue =0,
Te

1 S
Ortic + —Vu(pe +00) + —Va - {A(v)ge) =0, (5.4.0.34)

- 1 1
gateﬁ + _vl’ : ae + _Vx : <B(U)g€> = O :
Te Te
where the matrix-valued function A(v) and the vector-valued function B(v) are

defined by
Aw)=v®v— %I,  B(v)=1ivfv— 220, (5.4.0.35)

As we discuss in the last chapter, the entries of A(v), and the components of B(v) are
elements in Null(£)*. Furthermore, A;;(v) and By(v) are mutually perpendicular.

We assume that for some [ > 0 the operator L satisfies the coercivity estimate
1(€%) < (€L€)  for every & € Dom (L) N Null(£)™*. (5.4.0.36)

This estimate hold for every linearized collision operator that arises from a classical
hard potential with a small deflection cutoff. This assumption is equivalent to assum-
ing that the Fredholm alternative holds for £, namely, that Range(£) =Null(£)*.
In particular, it implies that unique A € L*(Mdv; RP*P) and B € L*(Mduv;RP)

exist which solve

LA=A, A€ Null*(£)entrywise ,
(5.4.0.37)

LB =B, BeNull*(L)entrywise.
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There are some deeper properties of the pseudo-inverses of A(v) and B(v): there

exits two scalar functions o and 3 such that
A(W) = a(jv))A(v), B)=a(jv])B(v). (5.4.0.38)

Applying the self-adjoint property of the linearized collision operator £, the un-

known terms in the local conservation laws (5.4.0.34) are
(A(v)ge) = (A(v)Lge) . (B(v)ge) = (B(v)Lge) , (5.4.0.39)

Observe that by the original scaled Boltzmann equation (5.2.0.21) the fluctuations

ge satisfy
€ 1 66
e(?tge + T_U : nge + T_ﬁge = :Q(gm ge) : (54040)

We need to calculate the terms in (5.4.0.40). Notice that no matter the relative
sides of . and ¢, the term €0;g. should be small asymptotically, as ¢ — 0. So we
need only consider the convection term v - V,g. and the quadratic term Q(g., g).

Let’s denote by
Pge = pe + e - v + 0. (3]0]> — 2) (5.4.0.41)
the infinitesimal Maxwellian of g., then
v-Vag. =0 ViPg +v-V,Pg., (5.4.0.42)

and
9(ge, 9e) = Q(Pge, Pge) + Q(Pge, Pge + Pge) (5.4.0.43)
where P+ = I — P. Then from (5.4.0.40), we obtain
1 € Oc
Zﬁge =0 VaPge+ EQ(Pge,Pge) —Te, (5.4.0.44)
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where

Oc
Te = TE'U . VIPLge - ;Q(Plgg, ng -+ PJ_ge) + €atg€ .

Thus, the local conservation laws (5.4.0.34) becomes

1
atﬁe"'_va: "&/e :()7
Te

Oc

(5.4.0.45)

1 . R R
atae + ;v:C(:ae + 06) - ivw ’ <AU ' va96> - _vtc ' <AQ(P9677)95)> + Ri )

€ 7—6

O

-1 . .

€ €

where

€

R =V, (Ar,), R?=V,-(Br.),

(5.4.0.46)

(5.4.0.47)

The first term on the right-hand sides are diffusion terms in the fluid equation, more

precisely:

Lemma 14:

SV, (AW VP =~V - [1(Valte + Vali] — 2V, - i),

Te Te
Tivm (B(v)v -V, Pg.) = Tivw (224V,0,) .

Proof: After simple calculations, we obtain

~

v+ Vi(Pge) =Av) : Vi + B(v) - V0.

+ 0 Va(pe +00) + S0V, -

(5.4.0.48)

(5.4.0.49)

Let ¢(v) denote A(v) or B(v), then ((v) € Null(£)*. Thus the inner product of

C(v) with the last two terms in (5.4.0.49) vanish because they are in the null space

of L.
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Then

~

(C)v - VoPg) = “(CAY : Vou + < (CBY - V0. . (5.4.0.50)

€ €
Te Te Te

Notice that the relations (5.4.0.38), «(|v|) and B(|v]) are even in v, A(v) so as

A(v) is even in v, and B(v) so as B(v) is odd in v, then one obtain

(AB)y =0, (BA)=0 (5.4.0.51)
Thus
Ti< A(v)v -V, Pg.) = §<A ® A): Vo, (5.4.0.52)
and
;(B(v)v -V, Pg.) = f(B ® B) - V,0.. (5.4.0.53)

To finish the proof of Lemma 14, we state the following lemma which was proved in

8] (Lemma 4.4,)

Lemma 15: The components of A® A and B ® B satisfy the following identities:

(Aiy ® Ap) = p(0rds + dadjk — F0,0m)

(5.4.0.54)
<Bz & Bj> = %/ﬁéij ,
where p and k are given by
p= oA A), k=i (B-B). (5.4.0.55)

Applying Lemma 15 to (5.4.0.52) and (5.4.0.53), we finish the proof of Lemma 14.
O

The derivation of the convection terms which are stated in the following lemma
are more difficult.
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Lemma 16:

56 1 66 ~ ~ ~
;Vx (A(v)Q(Pyge, Pye)) = ;Vm (e @ G — %|u6|2[> 5
(56 (; (5.4.0.56)
fvx : <§(U)Q(Pge, Pge)) = f%vx : (asés) .
Proof: The nonlinear term is simplified as follows.
For each ¢ € Null(£), one has
Q6. 9) = LL(¢%). (540,57

To prove the above identity one simply takes the second derivative of the relation
B(M p0) M(pup)) =0 (5.4.0.58)

with respect to the parameters (p, u, 6), and evaluates it at (1,0,1). See [7] for a
complete argument. |

Applying the above lemma, we obtain

(C(0)Q(Pge, Pye)) = +(C(v)(Pyge)) - (5.4.0.59)
where (Pg.)? is given by

(Pge)? =5 + 2petic - v+ 25 (0[2D) + 62(2|o]? + B7)
(5.4.0.60)
+ (il - v)? + 02 ([0]*) + Ot - v(|v]* — D).
The first four terms above are in the null space of £, so their inner products with

either A or B vanish. Furthermore, the last term is odd in v, and A(v) is even in v,

so their inner product is zero. Thus
(A5 (0)(Pge)?) = (A (v) (@ - v)%) + §([v]* Ay (v)) 02 . (5.4.0.61)
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For a fixed pair (i, j), if i # j,

(A () (u-0)%) = 2000 uu; = 2(u ® u)y

if 1 =7,
(W (u-v)?) = (WHwl® + > (W] |u,l*,
JFi
Bluil” + ) Juyl*,
i
= ul? + 2Ju,|?
thus

(Aii(0)(u-0)?) = (v (u-v)*) = H{of*(u-v)?)

= Jul® +2)u* = Y (v (u-v)?)

J=1

= |uf* +2u;|* — 5 (Dlul” + 2[ul*)

= 2ful* — Fluf*.

Then we proved

5 (A5 (0) (e - 0)?) = (fie ® )iy — Fltic]*di5 -

Observe that
(10| Aij(v)) = F{vivlol*) — 55(0]°)d;

If i # j, then (v;v;|v]*) = 0, so <}1|v]4Aij(v)) =0

(5.4.0.62)

(5.4.0.63)

(5.4.0.64)

(5.4.0.65)

(5.4.0.66)

If i = j, then (vZv]*) = {5(|v|), we also obtain (f|v|*4;;(v)) = 0. Combine with

4

(5.4.0.61), we proved the first identity in (5.4.0.56). Notice that B(v) is in Null(£)+

and it is odd in v, after taking inner product with (5.4.0.60), what is left is

(Bi(v)(Pg.)) = (B(v)v;(juf — D))ash.
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The coefficient (B;(v)v;(Jv]* — D)) is
<Bi(1))’l}j(’1)|2 — D)> = %<'U,L"Uj’1}|4> - (D + 1)(U¢Uj’?)|2> + w&w . (54068)

After some simple calculations, we get

%(vivj|v\4> = %[15 + (D = 1)(D +7)]dy;,
(5.4.0.69)
Then

LBy (of? ~ D) = 232, (540.70)

Thus we proved the second identity in (5.4.0.56).
Denote by U. = (e, fie, 0.), combining the lemma (14) and lemma (5.4.0.56)

the local conservation laws (5.4.0.34) has the form of

N R o
O + —AU. + = QU U) = DU, + R (5.4.0.71)

€

where the first order linear differential operator A is

p Vi -u
AU=Aly | =1V.(p+0) ]| - (5.4.0.72)
0 %Vm -Uu
and the quadratic term Q(U,U) is
0
QU U)= |V, u®u) — LV, Ju? | » (5.4.0.73)
DI2Y, - (u)
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and the second order linear diffusion operator DU is

p 0
pU=D|y|=| v, (uow) |- (5.4.0.74)
0 PI2Y, - (kV,0)
where o(u) is the strain tensor
o(u) = Vou+ (Vou)” — 3V, - ul). (5.4.0.75)

The linear operator A is a skew-symmetric under the inner product
V) = /Q (0 + u - i + 206) da (5.4.0.76)
for U = (p,u,0) and V = (p,4,0), ie.,
(AU, V) =—(U,AV). (5.4.0.77)
Then the semi-group e™* preserves the norm defined by this inner product, i.e.,
le™4Ul| = [|U]], (5.4.0.78)

where ||U|| = (U ,U).

N RN t
Now define V, = e AUE, applying the semi-group e “to the identity (5.4.0.71),

we obtain,
oV, + f_—:e%AQ(e_TieAf/e , e_TieAf/e) = TieeTt_sADe_Tt_eAVe + eTieAJfB6 , (5.4.0.79)
where the remainder Re is
R.=(0,V, - (A(0)re) , Va - (A(v)r)) (5.4.0.80)
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Here 7. is the given by (5.4.0.45),
€ L O i i
Te = ;’U . pr GJe — T_Q<P Ge, ng - P gé) + Eatge : (54081)

This r,. should be going to vanishing as € — 0, because P+g, — 0 so as the first two
t
terms, and the third term €d;g. — 0, as ¢ — 0. Noting that the semi-group e

preserves the norm, so

R.—0, as e€—0. (5.4.0.82)

Before we derive the limiting behavior of the terms in (5.4.0.71), let us intro-
duce some basic properties about almost-periodic functions, which were introduced
by Bohr [3] in the case of complex functions and then extendedto Banach spaces by
Bochner and others. We also refer to [1] for the case of almost periodic functions
in Banach spaces. One can find a rather extensive bibliography there. We begin by

giving a classical definition.

Definition 7: Let F' € C(R,B), where B is a Banach space. F is said to be almost—
periodic if and only if, given an € > 0, there exists a length L such that each interval

of R of length L contains an almost-period p associated to €, namely,

sup [[f (7 +p) — f(7)lls < €. (5.4.0.83)

TER

We then denote by AP(R,B) the set of all such functions F'.
In the sequel, we will use the following proposition, which could have been

given as an equivalent definition:

Proposition 7: Let F' € C(R,B), F is almost-periodic if and only if it can be ap-
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proximated uniformly by trigonometric polynomials

VYa > 0,dN ,a, € B,w, € R,0 <n < N, such that
N (5.4.0.84)
||F — Zane"“’”THLm(R’B) <a.

n=0

The lemma stated below is one of the most important properties of the almost-

periodic functions, which has wide applications in multiple time scales problems.
Lemma 17: Let ' € AP(R,B) with B = L>([0,T], H®). Then

F(tt) = F(t) weakly-star in B, (5.4.0.85)

I

where

T

F(t) = lim = [ F(s,t)ds. (5.4.0.86)

T—00 T Jo
The existence of F is a classical consequence of the definition and is called the mean

value of F (see [1].)

Applying the characterization of the almost-periodic function, see the Proposition
(7), it is easy to see €™ Q (e ™AU e ™AU) and e"™*De~"U are almost-periodic in 7.
Suppose V. > Vase— D0, noting that 7. — 0 when we consider the Stokes,

Navier-Stokes and Euler limits, then by the lemma (17), we obtain

n R 2
lim eTeAQ(e_TeAVe,e_TEAVe) =Q(V,V),
0 (5.4.0.87)

Lt
limer"De 7V, =DV,

e—0

where the averaged operators O and D are defined as

Q(V,V)= lim eSAQ(e’SAV,e’SAV),
T—00 0

: (5.4.0.88)
DV = lim eSADe AV .

T—00 0

161



Applying the same method used in Chapter 2, we can calculate @ and D. We
are interested in the 3-dimensional case, so with out lose of generality, we take the
spacial dimension D = 3. Exact the same as we did in Chapter 2, we can characterize
the null space of A, which is nontrivial and its orthogonal complement space with

respect to the inner product (-,-) defined above (5.4.0.76) as follows
Null(A) = {V = (p,u,0) | p+6=0, V,-u=0, /Qde — 0} (5.4.0.89)
and
Null(A) ={V = (p,u,0) | 0=2p, u=V,0, /QVd.T =0}  (5.4.0.90)

Then we have the following orthogonal decomposition

o3P~ Deal pra(p+0)
V=1V +11'V = Pu + Qu : (5.4.0.91)
—p3P + sl (P +0)

where P is the usual Leray projection onto the divergence-free vector space, and
Q=I1-P.

The calculations in Chapter 2 and Chapter 3 for more general hyperbolic-
parabolic system with entropy and application to the general Navier-Stokes system
show that the projections of the averaged operators Q and D are the convection and

diffusion terms in fluid system respectively:

oozt Velphsr — p2a?)
no(v,v) = Pu-V,Pu+ V,p , (5.4.0.92)

Bt V(=550 + 5a3f)

162



and

D+2p - Dl?kQ 0)]

D+2 B3 Ve [KVal

DV = Pu-V,Pu+Vp : (5.4.0.93)

D+2V [HV ( D+2p+ D+26)]

The projections on the orthogonal complement of the null space Null(A)* are
IOV, V) = Q IV, II'V) + @ (IT" ,I1") (5.4.0.94)

and

DV = pA IV, (5.4.0.95)

where ()1 and ()5 are non-local 2-wave and 3-wave resonant terms respectively, and

[L = c1jt + cok, the linear combination of the viscosity p and the heat conductivity

K.
Recall that the notations p = (3), and § = ((lv]* = 1)g), then
HV <<(1 - D_+2|'U| )ge> 7P<Uge> ) <(D;+2|U|2 - 1)95)) ; (54096)
and
17, = ({5 lvPa), Qg (mrdelvlad) - (5.4.0.97)

Now we can state our theorem on the formal derivation of the weakly nonlinear
approximations of the Boltzmann equation with the general initial data, which is a

generalization of the Bardos-Golse-Levermore theorem.

Theorem 13: The Formal Weakly Compressible Approximations Theorem
Let G, be a family of distribution solutions to the scaled Boltzmann initial-value
problem (5.2.0.21) with initial data G™ that satisfy the normalizations (4.6.1.17).

163



Let G =1+ 6.g™ and G. = 1 + d.g. where 6. — 0 as ¢ — 0, and the fluctuations

g™ and g are bounded in L>(dt; L?>(Mdvdz)). Moreover:
1. Assume that in the sense of distributions the family g™ satisfies
lin((0.) . (v, (5o — D) = (o ™, 07) = U™ (5.40.98)
for some (p™ ,u'™ ,0™) € L*(dz; R x R® x R);

2. Assume that the local consideration laws (5.1.0.14) are also satisfied in the

sense of distributions for every g.;
3. For the family of the fluctuations g., assume that
Ptge=U—-P)g.—0, as ¢—0 (5.4.0.99)
and the following moments with CA = either A or B
- VP, (@)QP g, Py + Prg.)), (5.4.0.100)
go to zero, as € — 0; and

e((Bg) — 0, as e—0; (5.4.0.101)

Then the family of the moments

A

Ue = ({9) : (vge) , (5 1v’ge)) (5.4.0.102)
satisfy the asymptotics
A N t N
U -1V —e =II'V) =0, as e—0, (5.4.0.103)

where IIV and TI+V satisfy the equations:
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1. when 7. = €, and % — 0, v satisfies the incompressible Stokes system with

initial data TIU™; and TI-V satisfies the averaged equation

8tHJ_V = ﬂ,AIHJ—V,
(5.4.0.104)
TV (0,2) = THU™(z) ;

2. when 1, =€, and % — 1,1V satisfies the incompressible Navier-Stokes system

with initial data TIU™; and v satisfies the averaged equation

QITHV + Qu(IIV, ITHV) + Qo(ITHV  TTHV) = A IV
(5.4.0.105)
IV (0,2) = THU™(z) ;

here IIV is a solution to the incompressible Navier-Stokes system with initial

data TIU™;

3. when 7. = 7., and % — 00, 11% satisfies the incompressible Fuler system with

initial data TIU™; and TI+V satisfies the averaged equation

OIIMV + Q(IIV, ITHV) + QoI V, IIMV) = 0,
(5.4.0.106)
IV (0,2) = THU™(2);

here TIV is a solution to the mcompressible Fuler system with tnitial data

11 Um ;

Remark: when the initial data are well-prepared, i.e., II*U™ = 0, the solutions to
the averaged equation vanish, the above theorem is exactly matches with Bardos-
Golse-Levermore’s theorem on the formal incompressible limits. For the Stokes
dynamics, the averaged equation is completely decoupled from the projection on the
incompressible regime. But for the Navier-Stokes and Euler dynamics, the averaged
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equations are coupled with the corresponding incompressible regime. This is because
of the propagation of the fast acoustic waves which prevent the strong limits in the
rigorous justification of the incompressible limits. For the linear Stokes dynamics,
we can rigorously justify the asymptotics with the non-well-prepared initial data so
that we can generalize the Golse-Levermore’s Stokes-Fourier limits to the general
initial data. Furthermore, we can provide a uniform proof of Acoustic-Stokes-Fourier
limits, provided some more restrictive assumptions on the DiPerna-Golse solutions,

using the so-called relative entropy method.
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6. WEAKLY COMPRESSIBLE STOKES APPROXIMATION

FROM BOLTZMANN EQUATIONS

In this chapter, we shall consider the hydrodynamics of the Boltzmann equa-
tions in the Stokes scaling, i.e., when the order of the fluctuation ¢, is smaller than
the Kudsen number e: % — 0, as ¢ — 0. We shall show that if from the initial
data U™ = (p™ u™, 6™), we construct a local Maxwellian M, (after some mol-
lification,) such that it is close to the initial number density F™ in the sense of
the scaled relative entropy, i.e., J%H(FQ”\MQ”) — 0, as € — 0, then for the later
time ¢ > 0, we can also construct a family of Maxwellians from the solutions to
the weakly compressible Stokes system with initial data U™ = (p™, u™, 6™), i.e.,
Mc(t) = M@45.pe(t)5cuc(t)1+5.0.(t)), and furthermore, this local Maxwellian governs
the behavior of Diperna-Lions solutions F,(t) to the scaled Boltzmann equation, in
the sense that éH(Fe(tﬂMe(t)) — 0, as € — 0. This means that the long time
behavior of the relative entropy is stable. Furthermore, we also will show that the
fluctuation g, around the absolute Maxwellian M, is governed by the infinitesimal
constructed from the solution to the weakly compressible Stokes in an appropriate

sense. We also show that at the fluid dynamics level, in the short time scale, the

weakly compressible Stokes system asymptotically close to acoustic system. In the



longer time scale, say 7 ~ %, the weakly compressible Stokes system has singular
behavior. The projection onto the null space of the acoustic operator A, which
we called the slow mode, tends to the incompressible Stokes equations, while the
projection on the fast mode, i.e., Null(\A), propagate in the evolution of an “av-
eraged equation” which is a diffusion equation, with diffusive coefficient the linear
combination of the viscosity and heat conductivity. So we unit the previous work
of Golse-Levermore on the acoustic and Stokes-Fourier limits in one fluid model,
compressible Stokes system, under slightly restrictive initial condition.

In the justification of the asymptotics from the Boltzmann equation to the
weakly compressible Stokes system, we used a key fact: the construction of the
local Maxwellian M,(t) comes from the solution to the weakly compressible Stokes
system, which has a good properties, say, existence, regularities, etc. We didn’t use
the averaged equation in a direct way. This is because of some deeper reasons which

will be explained below.

Formally, we start from the scaled Boltzmann equation with initial data:
1 )
7.0,G +v-V,G=-9(G,G,) G(0,z,v) = G"™(z,v). (6.0.0.1)
€

then the family of the fluctuation g. formally satisfies the local conservation laws
1
at<96> + T_vw ) <Ug€> =0,
1
O (vge) + T—Vx (v ®wvge) =0, (6.0.0.2)
10,12 1 1,2
O (5lv[7ge) + —Va- (v3lv]°ge) = 0.

We define the fluid variables associated with the fluctuation of the number density
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ge:

pe=1{9), =g}, Oc=%(Gl’—%)g) (6.0.0.3)

After some tedious algebraic calculations, we derive that U = (ﬁe,ﬁe,ée) satisfies

the local conservation laws

T A L
OUe + — AU + =Q(U., Uo) = DU + R (6.0.0.4)

where the first order linear differential operator A is

0 %Vm U
and the quadratic term Q(U,U) is
0
QUU)= [V, (u@u) — SV, [uf? | - (6.0.0.6)
A2, - (ub)
and the second order linear diffusion operator DU is
p 0
DU=D|y| = V. - (po(u) , (6.0.0.7)
0 %Vx - (kV.0)
where o(u) is the strain-rate tensor
o(u) =Vyu+ (Vou)" — 2V, -ul . (6.0.0.8)

From the asymptotic local conservation law (6.0.0.4), in the Stokes scaling, % — 0,
it is natural to guess that the fluid dynamics which governs the evolution of the
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moments of the number density g, is:

8,U. + AU, = DU, ,
(6.0.0.9)

U (0,2) = U™(x).

This is exactly the weakly compressible Stokes system, about which we know a
lot: global existence, uniqueness, regularity,---. So we can construct the local
Maxwellian from the solutions to this scaled compressible Stokes system, and expect
it is close to DiPerna-Lions renormalized solution in the sense of relative entropy,
provided that initially it is. Another technical reason is that in our proof , because in
the Stokes scaling both the local conservations laws (with defects which will vanish
in the limit) and the weakly compressible Stokes system are linear. Hence, taking
convolution did not change the equations and linearity.

This chapter include two sections. In the first section, we shall investigate the
asymptotic behavior of the weakly compressible Stokes system (6.1.0.10) in short
time scale, i.e 7. = 1 and in longer time scale 7. = e. We shall show in Theorem (14)
that in the short time scale, the solutions to the weakly compressible Stokes will
converges uniformly in time to the acoustic system. In the Stokes time scaling, the
behavior as € — 0 is singular. We will shall in Theorem (15) that the solutions to
the weakly compressible Stokes system will asymptotically governed by summation
of the solution to the incompressible Stokes system, which is in the null space of the
acoustic operator A, and a correction term, which is the solution to the diffusion
equation operated by the semigroup eéA.

In the second section of this chapter, we construct a family of local Maxwellian

M. = Mtp u 1+, where (pe,uc,0.) are solutions to the weakly compressible
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Stokes system. We shall employ the method of relative entropy, DiPerna-Lions
solutions to the Boltzmann equation in the hard sphere case, in the Stokes scaling,
are close to the local Maxwellian M, in the sense that relative entropy goes to zero
if initially it does. Our main assumption is the local conservation law of the energy,
which is not satisfied by DiPerna-Lions solutions. Our main theorem will be stated

in Theorem (16).

6.1 Weakly Compressible Stokes System

The compressible Stokes system is the linearization about the zero state of
the compressible Navier-Stokes system. It governs (p,u, ), the fluctuations of mass
density, bulk velocity, and temperature about their spatially homogeneous equilib-
rium values. After a suitable choice of units, in this model the fluid fluctuations

satisfy

TeOipe + V- ue =0,
TeOpte + Va(pe + 0.) = €V - 1 [Vaue + (Voue)" — 3V, - uld] | (6.1.0.10)
Te20. + V- ue = ek, 0, .
with initial data (p™, u™, 0™) € L?(dz;R x RP x R).

The acoustic (5.1.0.13) and the incompressible Stokes-Fourier system (5.2.0.23)
are considered in different time scales. Then can be connected by above compressible
Stokes system (6.1.0.10). Notice unlike the Stokes and acoustic system, in the
weakly compressible Stokes system the Knudsen number € appears explicitly, where

the solutions also depend on ¢ even though the initial data does not. There is no
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way by some clever scaling to get rid of the € in front of the dissipation terms, see
explanation in Golse’s lecture in [10].

The compressible Stokes system is linear, but it has very interesting multiple
time scale properties even in the formal sense. When we consider the short Euler
time scale, i.e., 7. = 1 Obviously in formal sense, the solutions to this system
converges to those of the acoustic system (5.1.0.13) with the same initial data as
e — 0.

However, when we consider the times scale of order %, ie., taking 7. = €
solutions to this system obviously depend on two different time scales, because if
divided by € on both sides, the first order derivative term formally has side % The
key is that the null space of this first order differential operator A is nontrivial,
which is exactly the incompressibility and Boussinesq relations. We call Null(.A)
the slow mode, and Null(A)* the fast mode. We will show that the projection on
the slow mode converges to solutions of the Stokes system (5.2.0.23) with initial
data

where P is the usual Leray projection to the space of divergence free vectors. The
projection on the fast mode, after the action of the semigroup generated by the

acoustic system, converges to a diffusion equation.

6.1.1 Acoustic Approximation

In this section, we rigorously justify the formally obvious limit from compress-
ible Stokes to acoustic system, which is stated in the following theorem.
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Theorem 14: Let U. = (pe,ue,0.) € C([0,00); L*(dx; R x RP x R)) be the weak

solution to the linearized Navier-Stokes system:
Ope+Vy-u. =0,
Optie + Volpe +00) = €V - p [Vou, + (Vou)T — 2V, - uld] | (6.1.1.1)
%8,596 + V. - ue = ek A0, .
with initial data U™ = (p™, u'™, 0") € L?(dr ;RXxRP xR) . Let Uye = (pac, Uae, Bac) €
C([0,00); L*(dx; R x RP x R)) be the weak solution to the acoustic system

(6.1.1.2)
U(0,x) = U™ (x),
where the initial data U™ € L*(dz ;R x RP x R) is the same as that of the the lin-

earized Navier-Stokes system (6.1.1.1), and the linear acoustic operator A is defined

0 %Vm-u

Then, U, — Uy, in C([0,00); L?(do; R x RP x R)) as e — 0;

Proof: Our proof includes 3 steps:
Step 1: Relative compactness in w-L?(dx) pointwise in time.
The weak solutions U, to the weakly compressible Stokes system (6.1.1.1)

satisfy the energy identity:

% \Ue(t2)|* dx + € . u%a(ug)(s) co(ue)(8) + K|V,0.(s)|* dods
L Z;A (6.1.1.4)

:%/uumﬁm.
Q
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D
where o(u) : o(u) = 0i(u)oj(u) = > 0ij(u)? > 0. Thus, V0 < t < o0,
ig=1

/\Ue(t)\zd:z: < / U™ dx < C™ (6.1.1.5)
Q Q

then {U(t)},., is relatively compact in w-L*(dz), V¢ > 0. i.e., there exits a U =
(p,u,0) € L*(dz), such that (p.,u.,0.) — (p,u,0) in w-L?(dx) pointwisely in time
t>0.
Step2: Relative compactness in C([0, 00); w-L?(dz)).

We firstly state the well-known Arzela-Ascoli Theorem:
Arzela-Ascoli: A subset K in C([0,00); w-X) is relatively compact if and only if

the following two conditions are satisfied:

e For any 0 < T' < oo, there exits a dense subset D in [0, 7], such that, for each

teD,

K(t)={ft)||f € K} isrelatively compact in w-X ; (6.1.1.6)

e [ is equi-continuous on [0,77], i.e., for each n > 0, t; € [0,7], and ¢ € X*,
there exits § = d(n, t1,¢) > 0, such that, for each t € [0, T], with [t — ;| < 4,
we have

|(f(t) = f(t1,)p)| <n, uniformly in K. (6.1.1.7)

From the step 1, we already know that for each ¢ > 0, {U(t)} ., is relatively compact

in w-L?(dz). We need only to verify the equi-continuity in C'([0, T], w-L?(dz)). This
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can be proven from the following weak formulation of U..

[t = piyods = [ * wels) - Vaip dads,

t1

[ wtt) ~ e oo = / § [0+ 0. dads

=7 | ot : oto)daas.

to to
%/(96@2) —0.(t1))x dz :/ / Ue - Vyx drds — GR/ / Vibe - Vax,
Q t1 Q t1 Q
(6.1.1.8)

for any (p, ¢, x) € C'(dz) x (C*(dx))P x C'(dx).
From the first identity above, it is easy to see

[2)
| / (pelta) — peltr))pda] < / el 2Vl 22 ds
@ b (6.1.1.9)

< Cltg — t4].

The weak formulation for u, yields

/ (telta) — ue(t)) - di
Q

< lpe + Ocll 2| Dl L2]t2 — ti]

1
2

v ([ [ idotuis)sofo)dsas)

< OVl r2lte — t1] + C/epv/ta — ti|lo(d)]| 2 -
(6.1.1.10)

and the weak formulation for u, yields

D

2| [ (0.t2) = .| < CIValalta ]
Q

to %
+ Ve = Vaxll iz (m/ /|vmee|2dxds)
t1 Q

<COlty—t1| +CVts — 1
(6.1.1.11)

Then we proved the equi-continuity of U, in C([0, 00); w-L?), so have relative com-
pactness. Now we can take any subsequence ¢, such that U, convergent to U =
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(p,,0). Let ¢, — 0 in the weak formulation (6.1.1.8), we obtain that U is a
solution of the acoustic system. By the uniqueness of the acoustic system, any
limit of the convergent subsequence of U, is the solution of the acoustic system in
C([0,00); w-L?(dz)), then U = U, and [, |U(t)]*dx = [, |U™|*dz. Thus we finish
step 2.

Step 3: Relative compactness in C([0, 00); L*(dx)).

From the Arzela-Ascoli theorem, we need to verify the following 2 conditions:
e For each t > 0, {U.(t)}c~0 is relatively compact in L*(dz).
o {U.(t)}es0 is equi-continuous in C([0, 00); L*(dx)).

It is well known that the strong convergence in L?(dz) is the weak convergence which
has been proven in step 1, combine with the convergence in norm. So we need to

prove: for any sequence €, — 0,
Jim [T = U@ - (6.1.1.12)

Suppose U, — U in C([0,00); w-L*(dz)), where U is the unique solution to the
acoustic system with initial data U, then from the energy identity of the acoustic

system, compressible Stokes system and the Fatou’s lemma:
20z = 3T @)Z= < 3 liminf ([T, |12

t
< élimsupHUenHLz+limigfen/ D, (s)ds (6.1.1.13)
€En— 0

€En—>

VAN

SIU™72
where

D.(t) = /Q pho(u)(t) : o(u)(t) + K Va0 () da (6.1.1.14)



Then,

t
%linrelinf U, |7 = $limsup ||U,, |7 + lim sup En/o D, (s)ds
n €n

o (6.1.1.15)
=3 IU@IZ> < 3liminf [T, ||Z-
Thus we conclude that for each t > 0:
6liriqo |Ue, O)lz = [U@)|| 2, (6.1.1.16)
and
t
limoen/ D, (s)ds=0. (6.1.1.17)
€En— 0

To prove the relative compactness in C([0,00); L?(dx)), by the the Arzela-Ascoli

theorem, we need to prove the following equi-continuity:

e For any fixed T > 0, Vn > 0, and ¢ € [0, T, there exists a 6 = §(¢,n) > 0, such

that |t — t| < § implies
U, (1) = Ue, ()lI72 <. (6.1.1.18)

Claim: For the solution of the weakly compressible Stokes system U, , the following

inequality implies (6.1.1.18).
U, D72 = U, 072 < - (6.1.1.19)
Proof of the claim: Denote (-, -) the L? inner product.
Ve (8) = Ue, D)7z = (U, (t) = Ve (8,)Ue, () = U, (£)

= U, DIIZ> — U, ()17

+2(U.

€n

(t’ )Uen (t) - U,

€n

() + 2(U., (t) — U(t,)U,

=I} +17 + 12 .
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Applying the basic L?-estimate,
2 <avom|U, () = U@)] 2 - (6.1.1.21)

Pointwisely strong convergence of U,, in L? implies that there exists a Ny = N;(¢,7),

such that when n > Ny,

Ui

U, (t) = U®)|2 < . 6.1.1.22
U (6) = VOl < =2 (6:1.122)
so that when n > Ny,

<3 (6.1.1.23)

For I? | we have shown in step 2 that {U., }, >0 is equi-continuous in C([0, c0); w-L?(dx)).
So, select U(t) € L*(dz) as our test function, there exists a d; = d,(¢, U(t, )n), such
that |t — ¢| < 0; implies that

Ui

I} < 3 (6.1.1.24)

Now we estimate I} , from the energy identity of the weakly compressible Stokes

system:
t
I} = en/ D, (s)ds. (6.1.1.25)
t
Fix a 0 < T < oo, notice that [t, ] C [0,T],, then
i T
|en/ D, (s)ds| < en/ D, (s)ds. (6.1.1.26)
t 0
From the limit (6.1.1.17), we pick a Ny = Na(n), such that when n > No,

’ n
en/ D, (s)ds < 3 (6.1.1.27)
0

Now, denote Ny = max(Ny, Ny), consider the finite terms

t t
61/ D, (s)ds,--- ,eNO/ Dy, (s)ds (6.1.1.28)
¢ ¢
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The absolute continuity of the Lebesgue integral ensures that that exists 0; =

6;(n, T,€;), where j = 1,--+ | Ny, such that when |t —t| < §;,

t
|ej/ D, (s)ds| < g (6.1.1.29)
¢
Take dp = min(dy, - -+ ,dy,), we conclude that when |t — t| < &y,
1<% (6.1.1.30)

Then we proved that [|Ue,(t) — U, (1)||2. < 1, thus {U.}eso is relatively compact
in C([0,00); L*(dz)), which implies that the solutions to the weakly compressible
Stokes system U,,

U — U in C([0,00); L*(dz)) (6.1.1.31)

where U is the solution to the acoustic system with the same initial data. We finish

the proof of the theorem. O

6.1.2 Incompressible Stokes Approximation

In last section, we considered the short time scale, i.e., 7. = 1. To see the
evolution of the incompressible flow, we have to consider the longer time scale, say,
T = €. In this time scale, the weakly compressible Stokes system has singular
behavior as ¢ — 0. We consider 3-dimensional case:

Opet V. u =0,
Orue + %Vgc(p6 +60) = pu [Vaue + (Voue)" — 2V, - uld] | (6.1.2.1)

1
%@96 + =V, - ue = kKALH, .
€
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Let Ue = (pe, ue, 0:). We can rewrite the weakly compressible Stokes system in the

form of

1
(9tUe + _AUE - DUE ;
¢ (6.1.2.2)

U(0,z) = U™(x).

Multiplying by € on both sides above, and using the weak formulation of the weakly

compressible Stokes system, we can easily see that for every ¢ > 0,
pe+6.—0, and V,-u.—0 as e€—0. (6.1.2.3)

As we formally analyze before, the elements in the null space of A satisfy the in-
compressibility and Boussinesq relations. We decompose the solution to the weakly

compressible Stokes system into two orthogonal parts in Null(.A) and Null(A)* re-

spectively:
%Ps - %96 %(pe + 06)
U =1U, + 111U, = Pu, + Qu, (6.1.2.4)
_gpe + gee %(pe + 96)

Project the weakly compressible Stokes system onto Null(A):

—(296 - %pE) _gﬁAﬂc(gge - %pe) _%”Ax(pﬁ +0c)
%96 - %pe %’an:(gee - %pe) %/{Az(pe + 06)

Formally let p. + 6. — 0 in the above equations, we see the limit [IU, — Uy =
(=05, us, 05), where Uy is the solution to the incompressible Stokes system and sat-
isfies the Boussinesq relation. However, as we know, the projection on Null(A)+
goes to 0 only weakly. If we project the weakly compressible Stokes system onto
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Null(A)*: let MU = (2(pe + 0c, )Que, 2(pe + ), which satisfies

58 (e +6) 560 (2 pe — 30.)
1
O U, + - AU, = LA Que |t 0 (6.1.2.6)
€
158050 + 6 i5r8(3pc — 360)

As we will analyze in details later, this weakly convergent to 0 sequence in
Null(A)* propagates in very fast speed and carries energy in the asymptotic process.
This is the so-called fast acoustic wave. It will prevent the strong convergence in
Null(A), even in the linear system. A natural question is: if the initial data are
well-prepared, i.e., II*U™, is there fast acoustic wave? The answer is “no”. It
depends on the precise description that how the fast waves propagates, which is
governed by the averaged equation. We will derive that for the weakly compressible
Stokes system, the averaged equation is a strictly dissipative diffusion equation. So,
if initially zero, then vanishes in later time. Then the convergence in the null space
will be strong.

Now we can state our main theorem this section:

Theorem 15: From compressible to incompressible Stokes dynamics Let
U. = (pe, e, 0.) € C([0,00); L2 (dx; RxRP xR)) be the weak solution to the linearized

Navier-Stokes system. Then
1. We have convergence
t
U —Us—e eV =0, in L*([0,00); w-L*(dz;R x R x R)); (6.1.2.7)

where VO satisfies the averaged equation (diffusion equation) (6.1.2.12), and
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Us = (—0s,us,05) is the solution to the incompressible Stokes system:

—0, 0 —2KA, 0,
O wy | + Vap | = PA U ’
0, 0 2k 0, (6.1.2.8)
Ve us =0,

U,(0,2) = U™ .

2. and

MU, =~ Uy, in L®([0,00); w-L*(dz; R x R” x R)); (6.1.2.9)

3. when the initial data are well-prepared, i.e., IITU™ = 0,

MU, — Uy, in L>([0,00); L*(dz; R x R” x R)); (6.1.2.10)

Proof: The crucial part in the proof is to understand how II*+U, propagate in the

evolution. The equation satisfied by IT*U, (6.1.2.6) has a singular term LAI*U,.

So IT*U, itself is not convergent. We apply Schochet’s technique, see [68], we act a
t

¢
semi-group e<* on the equation (6.1.2.6). We denote by W,(t) = e<*II*U,, which

is convergent. This property is stated in the following simple lemma:
Lemma 18: We have convergence
W, — V% in L*(0,T); H ™) for some m¢€ (0,1). (6.1.2.11)

where VO satisfies the averaged equation:

oV = A VY,
(6.1.2.12)
VO(0,2) = IMU™ (),

where i = %u + %/i is a linear combination of the viscosity and heat conductivity.
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Proof: W, satisfies a system without singular term.

5805 (0e +00) 2r0a(3pc = 300)
t t
OWe=et| g g, .y | +ed 0 . (6.1.2.13)
%Aﬂié(pe + 06) %RAm(%pe - gee)

We are going to prove first that I[I+Ue (and thus W, = eéAHLU€ since e is an
isometry) is bounded in L*([0,T]; L*(dx)). It is straight forward from the energy
identity of the weakly compressible Stokes system. Secondly, 9;W, is bounded in
L2([0,T]; HY). Tt again comes from the energy identity of Stokes system. Then the
relative compactness of W, follows the classical Aubin-Lions compactness theorem
choosing m in (0, 1). Suppose limit point is V°.

To derive the averaged equation (6.1.2.12) obeyed by the limit point VY,
we employ the standard almost-periodic function theory as we discussed in the
previous section. Notice that the second term in (6.1.2.13) convergent weakly in
L2([0,T); HY) to (—26A405,0, 7££A,0,) which does not has any effect in the pro-

cess of the time averaging. Then V7 satisfies
0 : 1 ! sA sAy/0
o,V = lim — e* D1e*V= ds

T—00 7- 0

(6.1.2.14)
= 1AV,
It is a heat equation. We can conclude immediately that if initially V°(0,z) =
[+U™(x) = 0, i.e., the initial data satisfies the incompressibility and Boussinesq
relations, from the maximum principle of the heat equation, in any layer time t > 0,
VO(t) = 0. Then there would be no fast waves.
_t

Now define V (t) = e AY0 = (e, Me, %we), where m. = Vq., then V, satisfies
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the equation:

1
Ve + - AV = pAV.,
€

(6.1.2.15)
V.(0,z) = TIHU™(z) .
The semi-group 672“4 preserve the Sobolev norm, so ||V ()||zz = ||[V°||zz. Then
although the equation obeyed by V. is singular, V,(t) = 0, if II*U" = 0.
We define U (t) — Ug(t) — V(1) = (e, we, Be), i.e.,
ac = pe — (=0s) — 1,
We = U, — 1y — (6.1.2.16)
Be=0.— 0, — 3,
and
E(t) = 3]|Uc(t) = Us(t) = Ve(®)IZ: - (6.1.2.17)
We will calculate the evolution of E(t).
G Et) = 3 U + 5 IO + 5 V(o) -
- LU0 — 5 (U V).

We recall the energy identity for the weakly compressible Stokes system:

1d

AT :—/M\Vmu6]2daz—/§|Vx-u6|2dx—/5|V166\2d:c. (6.1.2.19)
Q Q Q

the energy identity for the incompressible Stokes equations:

1d
Q Q

The energy identity for V.:

1d
S IVe®lz =

1d
5d VOl = —ﬂ/ V. VO] d (6.1.2.21)
¢ Q

2dt
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Next, using the weak formulation of the weakly compressible Stokes and incom-

pressible Stokes system, we obtain that

d
£<U6 ,Us) = —2/ wV e - Vaug dr — / kV 0, -V, 0, dx
@ @ (6.1.2.22)

_ / Vap - Ue — / KV - V(20 — 2pe) da .
Q 0

while the weak formulation of (6.1.2.15), yields as before the following identity

d
%<Ue Vo) =— / uVue - Vome do — / E(Ve-u) (Ve -me)dx
¢ @ (6.1.2.23)
t
— / %/iv,,ﬁe - Ve dor + <e_EAatVO LU
Q
where
t t t
(= e V0 U = (9,V°, e AU, + e AT U,)
= <ﬂAmVO ; Us> + </1AZEV0 3 V0> + Te, (61224)

= —(|V, VO dz + re,

here r. — 0 uniformly.
Next add up (6.1.2.19), (6.1.2.20), (6.1.2.21) and subtract (6.1.2.22), (6.1.2.23),

and take integral from 0 to ¢. Notice that

U + 31U O)IIZ2 + 51V (0)]Z2

(6.1.2.25)
= (Uc(0),U(0)) + (U:(0), V°(0)) .
and
/ kV 0. - V0, dr + / kV 0, - V;,;(%G6 - %pﬁ) dr ,
Q Q
_ 2/ KV o0, - Vo0, da — / K0, Va2(pe + 0., (6.1.2.26)
Q Q
= 2/ KVl - Vobsdr + 1!
Q
and

/Vzp-ue = / VoD - Que =12, (6.1.2.27)
Q Q
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where 7!, r? — 0 as € — 0, because p. + 0., Quc — 0 weakly in L.

Thus,
0+ o+ 520) do [ 19200 00 doas

+/ /u|wa€(s)\2dxds+/ /%\Vw-we(s)ﬁdxds
0 Jo 0 Ja
t t
:/ /M|me6|2da:ds+/ /§|Vx-m€|2dxds (6.1.2.28)
0 Jao 0 Jo
t t
[ [ a5 )9 )
0 Jao 0 Jo
t
—/ /%/{VwQE-Vmwﬁdx+R€.
0 Ja

Recall that m, = V.q., so

/ Vem|? do = / V.- me|?de = — / A,me - medx (6.1.2.29)
Q Q Q

and

/Q(V ue) - (Vome) d /Q(Vw-ue)(vi-mg) dr = —/QAqu-mde (6.1.2.30)

Then

- t [ ) (T | t 572w m)
—/t/%vxee-vzwedaz
//A Ue * mEdSEdS—F //A@ -me dxds

6.1.2.31
0 " ( )
t
= /0 pAue + EV (V- ue) | 5| me ds,
2 A,0 29

"ota tas o
:/ e’ De e VE,V dS,
0
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- t
where V, = eEAUe. As we did for W,, we have
V.- U4V, in L*[0,T);H™) for some m € (0,1). (6.1.2.32)

And from the theory of the almost-periodic function, we obtain:

t _t oy~
lim e De eAV6
e—0
-

1
= lim — [ eDe U, + V) ds

T—00 7- 0

(6.1.2.33)
—%K,Aaﬁs

- /JJA:qus + '[LAxVO )

%/{Aaﬁs

in the sense of distributions. Recall that V' is the solution to the heat equation. It

has good regularity, so that we can take limit in (6.1.2.31), then, we obtain
t t t t
/ (ec*De AV, VO ds = —/ / [V VO? dads + 7(t) (6.1.2.34)
0 0o Ja

Combine the above identity with (6.1.2.28), it is easy to see that when the initial

data are “well-prepared”, we have the following strong convergence:
MU, — U, ,in  L*([0,00); L*(dz; R x R? x R)), (6.1.2.35)

as € — 0. When the initial data are general, i.e., II*U™ is nonzero, we would have

only weak convergence. Then we finish the proof of the theorem. O

6.2 From Boltzmann Equation to Weakly Compressible Stokes
System: Relative Entropy Method
In [29], Golse and Levermore established a Stokes-Fourier limit for the Boltz-

mann equation considered over any periodic spatial domain for dimension 2 or more.
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Appropriately scaled family of DiPerna-Lions renormalized solutions are shown to
have fluctuations that globally in time converge weakly to a unique limit governed
by a solution to Stokes-Fourier motion and heat equations provided that the fluid
moments of their initial fluctuations converge to appropriate L? initial data of the
Stokes-Fourier equations. It was the first time that both the motion and heat equa-
tions are recovered in the limit by controlling the fluxes and the local conservation
defects of the DiPerna-Lions solutions with dissipation rate estimates. The scaling
of the fluctuations with respect to Knudsen number is essentially optimal. The as-
sumptions on the collition kernel are little more than required for the DiPerna-Lions
theory and that the viscosity and heat conduction are finite. For the acoustic limit,
these techniques also remove restrictions to bounded collision kernels and improve
the scaling of the fluctuations. Both weak limits become strong when the initial
fluctuations converge entropically to appropriate L? initial data.

As we showed in the last section, the weakly compressible Stokes system
(6.1.0.10) governs both acoustic system and incompressible Stokes dynamics, de-
pending on the time scales considering. When the time scale 7. = 1, the limit is
acoustic system, while 7. = ¢, the asymptotics of the weakly compressible Stokes
system is the incompressible Stokes equations with a correct term which describe
the fast oscillating acoustic waves. When the initial data are well-prepared, i.e.,
satisfying the incompressibility and Boussinesq relations, this fast wave will vanish.
This case has been treated in Golse-Levermore’s work [29]. Then, a natural ques-
tion is to derive the limiting behavior from the Boltzmann equation to the weakly

compressible Stokes system. A significant difference is that this process is not a
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limit, but an asymptotics. Because from the formal derivation from the Boltzmann
equation, (see section 3,) the weakly compressible Stokes system depends on the
Knudsen number € even though the initial data does not. The basic idea is that
starting from the solution (p, uc, 0.) to the weakly compressible Stokes system, we
construct a local Maxwellian M. = M4, u.146.) such that the fluid dynamics
associated to this Maxwellian has fluctuation (p,u.,0.). We will show that the
stability of DiPerna-Lions solutions to the scaled Boltzmann equation around this
local Maxwellian. The functional which measures the stability is obtained naturally
from the relative entropy H(F,|M) that is a nonnegative Lyapunov functional for
the Boltzmann equation, and controls the size of the fluctuation in incompressible
regimes.

The modulated entropy is then defined as

HEM.)( / /R ) ( 6((?))—Fﬁ(t)+Me(t)dvdx. (6.2.0.36)

The core of the proof is therefore to establish a stability inequality on the
modulated entropy. This will provide the convergence of the modulated entropy to
zero as € — 0. Finally, we conclude by providing that the relative entropy H (F|G)
controls the L' norm of the difference F' — G.

The idea of using the notion of relative entropy for this kind of problems comes
from the notion of entropic convergence developed by Bardos, Golse and Levermore
in [8], and on the other hand from Yau’s elegant derivation of the hydrodynamics
limit of the Ginzburg-Landau lattice model [75].

Applying the relative entropy method to the case of the Boltzmann equation,
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the convergence of renormalized solutions to the scaled Boltzmann equation to so-
lutions of the incompressible Euler equations for well-prepared data is established
in [10] and [66].

In this section, we will apply the method of relative entropy to justify the

asymptotic behavior of DiPerna-Lions solutions to the scaled Boltzmann equation:

1
EatF€+U‘Vg:Fe - _B(FE7F€)7

¢ (6.2.0.37)
F.(0,2,v) = F™(x,v).

For any pair of measurable functions f and ¢ defined a.e. on 2 x R” and satisfying

f>0and g > 0 a.e., we use the following notation for the relative entropy

H(f|g) :/Q/RD {fln @) —f+g} dvdz . (6.2.0.38)

We claim that the relative entropy defined above is always nonnegative based on
the following argument. Define the usual entropy function h(f) = fIn(f), thus

h'(f) = % So h(f) is a strictly convex function on (0, +00), then

h(f) —h(g) —b'(9)(f —9) = 0. (6.2.0.39)

Simple calculation shows that

f
00 = b) - 007~ = (L) = g (6.20.10)
Thus we proved our claim.
Because we will work in the context of the DiPerna-Lions solution, we state the
DiPerna-Lions theorem [20], including some improvement late by Lions-Masmoudi

[53].
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DiPerna-Lions-(Masmoudi): For each ¢ > 0, given any initial data F' in the

entropy class

E={F">0:H(F"|M) < +oco}, (6.2.0.41)

there exists at least one F, > 0, in C([0,00); L' (dvdx)), that satisfies (6.2.0.37) in

renormalized sense, with F.(0,z,v) = F™(x,v) . Moreover, F, satisfies:

e the global entropy inequality

1 [ , ,
// FelnFedvdw+—2//D(Fe)(s,x)dxdsg// F"In F!™ dvdz
Q JRD 4e Jo Ja Q JRrD
(6.2.0.42)

where the entropy dissipation D(F’) is defined as

FF
D(F) = /// (F{F’_F1F)1n(FllF)b(vl—v,w)dwdvldUZO;

RDxRD xSDP-1

(6.2.0.43)
e the local conservation law of mass
1
O / F(t,z,-)dv+ -V, - /UFe(t, z,)dv=0; (6.2.0.44)
€
RD RD

e local conservation law of momentum with defect

1 1
O /vFg(t, z,-)dv+ =V, - /U QuF.(t,z,-)dv+ -V, - M. =0, (6.2.0.45)
€ €
RD RD

for some matrix-valued nonnegative bounded measure
M, € L=([0,00); M(Q Myxn),) (6.2.0.46)

where M denotes space of bounded measure, and My the space of N x N
matrices ;
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e global conservation of energy with defect measure

// |v]2F€dvda:+/tr(9ﬁE)dx:// lv|2F™ dvda .
Q JRD Q Q JRrD

Assume that

F" = M(146.g™) and F.= M(1+ d.g.)
where in the case of hard sphere,

Oc
— —0 as e€—0,
€

Denote by m, = (%zme, we can rewrite conservation laws as:
€

1 1
8t<vge> + va : <U X Uge> + Zv:c M = 07

/ (L]of2g)) + 1 / tr(m,) d — / (Lo2gi™) = 0
Q Q Q

If we normalize the initial data, such that

// F"dvdr =1,
o JrD
// vF"™ dvdr =0,
o JrD
// Ll F™ dvde = £
o JrD

and the entropy bound
/ / F™In F™ dvdz < —% + C™H?
Q JRD
These bounds can be written as the bound for the relative entropy

H(F™M) < C™§?t.
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(6.2.0.49)

(6.2.0.50)

(6.2.0.51)

(6.2.0.52)

(6.2.0.53)



Now we can rewrite the global inequality for the relative entropy with respect to

the absolute Maxwellian M:

H(E|M)(t +5/ L r(m) dx+p//D V(s,2) dads < H(F™M).
€

(6.2.0.54)
The crucial part in our proof of the asymptotic behavior from the Boltzmann equa-
tion to the weakly compressible Stokes system is to estimate the evolution in time

the following relative entropy:

HEM.)( / /R ) ( 6((’?>)—F5(t)+M€(t)dvdx. (6.2.0.55)

where the local Maxwellian M.:

1+ 55,06 ’U - 5eue|2
M, = Y - LI 6.2.0.56
Mirrsasaetsio) = (o477 gy E P (2(1 +0.00) ( )

where (pe, u, 0,) is the solution to the weakly compressible Stokes system:
Ope+ -V =0,
Orue + %Vgg(p6 +00) = p [Voue + (Vou)" = 2V, - uld] | (6.2.0.57)
%6,596 + %VI cue = KALO, .
with initial data (p™,u™, 6) € L*(dx).

Before we state our main theorems, we make some remarks on the local
Maxwellain (6.2.0.56). Our construction, M, = M is.p. 5.uc,145.0.), requires that
the positivity of the mass and temperature, i.e., 1 + d.p. > 0 and 1 + 6.6, > 0,
so that it is physical. Then the sole L? bound can not guarantee this positivity.
So we need the following modification of the fluctuations which originates in the
Bardos-Golse-Levermore’s “realizability of the initial data lemma”, see [9].
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Lemma 19: (Realizability of the Initial Data.) Letd. > 0, and e — 0 as e — 0,
and let (p™, u'™ 0™) € L?(dr;R x RP x R) Then there exits a family of physical
local Mazwellian M™ = Mts.pin seuin 146.6im), 1€, 1+ 8p™ >0 and 1+ 6.60™ > 0.
Furthermore, the fluctuations gi" = i(Fe/M — 1) converges entropically at order o,

as € — 0 to the infinitesimal Mazwellian g™ = p™ + u™ - v 4+ 0™ (3|v]? — 2).
Proof: Let j € C>®(RP) be a mollifying function:
j >0, supp(j) C B1(0,) / jlx)de =1. (6.2.0.58)
2 RD

For every ¢ € (0, 1], define j. € C*°(TP) by

jxwzv£§:j<x+z>. (6.2.0.59)

1
€ 2ezD 66D

The assumption on the support of j guarantees that the supports of the various
terms in the above sum never overlap for 0 < e < 1. Then j. is a mollifying family
over TP. Define

P = Gex p™, (6.2.0.60)
where the symbol “x” designates the convolution over T”. The Cauchy-Schwarz
inequality gives

IMHWSMMHWHHZEWﬂMWHm, (6.2.0.61)

€

whereby it is clear that for all € € (0,1] sufficiently small one has 1+ 6.pi" > 1. For

all such € define

n je * utm o je * @

R N

— e |ulf. (6.2.0.62)

€
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The Cauchy-Schwarz gives

lue"llz < 2lljellzzflu™ (|22 = ﬁllﬁl!mllumllm :

€

162 oo < 21 gell 22167 22 + 05 l|u]|7 0 (6.2.0.63)

< 5%|U1||L2||9m||L2 + iz e 17 -
It therefore clear that for all € € (0,1] sufficiently small one has 1+ 6.6 > 5. Now

for all such € define

It is a physical Maxwellian. It also easy to check that the associated fluctuations
converge entropically at order d, as € — 0 to the infinitesimal Maxwellian ¢"*. Thus
we prove the lemma.

Now we modify our construction of the local Maxwellian. We kept definition of
M, by (6.2.0.56), where (p, uc, 0.) is the solution to the weakly compressible Stokes
system (6.2.0.57) with initial data not (p™,u™, 6™) € L*(dxz), but (p,ui", 6").
The advantage of this new construction is that with this mollified initial data, the
results of Matsumura-Nishida and Ponce [60, 62]on the regularity of the linearized
Navier-Stokes system (compressible Stokes) provides the L> bounds of the solution
and their derivatives. Under this construction, the local Maxwellian M, (¢, z,v) is
physical.

Now we state our main theorem in this chapter, which implies the stability

of the relative entropy with respect to the local Maxwellian constructed from the

solution to the weakly compressible Stokes system.

Theorem 16: From Boltzmann to weakly compressible Stokes Let b(v; —v,w)
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be a collision kernel satisfies the hard sphere potential with a small deflection cutoff
condition which means: there exits Cy, > 0, such that for each z € RP and w € SP~1,

one has
0 < b(z,w) < Cy(1+|2) and / bzw) > L(1+]2).  (6.2.0.65)
§D-1

We define initial local Mazwellian M™ as in (6.2.0.64), and for t > 0, the local
Mazwellian M, as in (6.2.0.56), where (pe(t, )uc(t, )0(t)) is the solution to the weakly
compressible Stokes system (6.2.0.57) with initial data (pi", u'™,6™) in lemma (19).
Let F™(z,v) > 0 is a family of measurable function a.e. on TP x RP | satisfying the

condition

1 n in
§H<Fe |M") — 0, as €—0. (6.2.0.66)

€

Let F.(t,z,v) be a family of DiPerna-Lions renormalized solutions to the Boltzmann
equation (6.2.0.37) that have F™ as initial values. Assume furthermore that F,

satisfies the local conservation law of energy:
1
at(/ LvPF.dv) + =V, - (/ vi|v|*F.dv) =0, (6.2.0.67)
RD € RD

Then as € — 0, the relative entropy

1
s HFOIMD) = 0; (6.2.0.68)
The family of fluctuations g. given by (6.2.0.48) satisfies

ge— 92 —0; in LY[0,00); L'(Mdudzx)); (6.2.0.69)

where g2 is the infinitesimal Mazwellian associated with the solution to the weakly

compressible Stokes system,

92 (t, 2, 0) = pe(t, x) + uc(t,z) v+ 0 (t, ) (|v]* — 2). (6.2.0.70)
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and
g — g% — 0; in C([0,00); L*(Mdvdz)); (6.2.0.71)
where 1 is the orthogonal projection from L*(Mdvdz) onto NullC. In addition, one
has that
(9e) = pe =0 in C([0,00); L'(dx;R)),
(vge) —ue — 0 in C([0,00); L*(dz; RP)), (6.2.0.72)
((HlvfP=1)ge) =0 —0 in C([0,00); L' (dx; R)).
Proof of the Theorem: We start our proof with an relative entropy identity. After

simple calculation, we obtain the following identity:

H(E|M) = H(F|M,) + //RD [

which implies that the evolution of the relative entropy H(F,|M,) depends on that

— M+ M| dvdzx. (6.2.0.73)

of H(F.|M). From the DiPerna-Lions theory, H(F.|M) obeys the global relative

entropy inequality (6.2.0.54) provided the initial entropy bound

1

5 H(F"| M) < C™ (6.2.0.74)

We claim that our initial relative entropy condition (6.2.0.66) implies the entropy
bound (6.2.0.74) with respect to the absolute Maxwellian.

Proof of (6.2.0.66) = (6.2.0.74): We start with the identity

—2//{]76 ln(]w)—M6 +M] dvdx
M
//Fm M™) ln(M>dvd;E+—//Mm (

ZTL dx

) dvdr (6.2.0.75)
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We employ the formula which will be proved latter lemma (20) on the expression of

In < ) We obtain that

/ M’"ln( ) dvdm——/pmda:

= —/ " dx + = / (|pln 2 + ‘U?LP + %’9271‘2) dx + C(pe y U 761n> - 5_ /Pin dx

< %/ (6" + [ + 219 2) do + C,
(6.2.0.76)

where C in the last inequality above includes the higher order terms related to
(p™, uin, ). Tts boundedness is provided by the L boundedness of (pi", ui", 6i")
and their derivatives. |

The next, we use again the lemma (20)

M
// Fm M’” ln( i ) dvdzx

=3 / / (F" = M) [+l v + 0" (o = 3)] + C (6.2.0.77)

< ?//(Fj" — M™)(1 + |v]?) dvdz + C.

Now consider the convex function h = h(z) defined over z > —1 by
h(z)=(1+2)In(1+z2) — 2. (6.2.0.78)

We will use the Young inequality. Generally stated, if h and h* are strictly convex
function defined over the convex domain D and D* in the dual linear spaces E
and E* respectively that are dual under the Legendre transformation, then for all

€ [0, 1], they satisfy the inequality
ylz < nh*(y) + %h(z) : (6.2.0.79)
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The Legendre transformation of h is explicitly given

for every z € E and y € E*
(6.2.0.80)

by
h*(y) =exp(y) — 1 —y.
nd

— M) /M a

Now apply the Young inequality with y = (1 + |[v|?)/4, z = (F'™

n = 4e/a we have
1 in in 2 in " 16 in_L(14+]v[?)
“|F = MP|(L+ o) < OMP"h (15 = 1) + =Med . (6.2.0.81)
& o
Thus, we prove that
1 Mm .
ﬁ// {F"‘ln( i ) —Mﬁ”—i—M} dvdx
‘ (6.2.0.82)
< SHFME) + ClU™ (L2 »
Combine with the relative entropy identity (6.2.0.73)

where U™ = (pi, ul™, ™)

we obtain that
1 in A in n in
5 H(F™M) < 052 (F™[M™) + ClU™ |72 42 - (6.2.0.83)
= (6.2.0.74). |

Thus we finish the proof of the claim (6.2.0.66)
Now under the initial bound (6.2.0.74), the entropy inequality (6.2.0.54)

satisfied. Then the relative entropy identity (6.2.0.73) combining with the entropy

inequality (6.2.0.54) yields the inequality
H()+5/trm5dx+—//D )(s,x) dxds
4e2
(6.2.0.84)

[ [ (35) =] @y
< H.(0) +/Q/RD [F:"ln (A]{;) —MZ"] (t) dvdx

where H (t) denotes H(F,|M,) and H.(0) denotes
199
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Simple calculation yields

/ Medvdle—i—dﬁ/pedx,
Q JRD Q

(6.2.0.85)
/ M™ dvdr = 1+56/pi”d:1:
Q JRD Q
From the first equation in the weakly compressible Stokes system
1
Oipe + -V u.=0, (6.2.0.86)
€
we know
/p6 de = / pdax (6.2.0.87)
Q Q
whereby

/ M, dvdx = / / M™ dvdzx . (6.2.0.88)
Q JRD Q JRD

From the inequality (6.2.0.84), we know that to estimate the evolution of the scaled

relative entropy 53 H.(t), the key is to estimate the quantity:

Fn (MDY _ gy M g (6.2.0.89)
[ L [pom (5552) - o)

To this goal, firstly we need to calculate In 2 57> Which is stated in the following

lemma:

Lemma 20: We have expansion

o D

M.
In <M> =a.+fc-v+ 76(7 — 5) , (6.2.0.90)

where a., B¢, Ve are expressions respectively:

ac(t,z) = Sepe — 362002 + Juc> + 207 + Z Y7 (pe, ue, 00) . (6.2.0.91)
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where

Fpu,0) = 3p) + 3672 |u* + (1 — )¢ (6.2.0.92)
and
Be(t, ) = Seue — 820cuc + > _(—=1)7'6767 ., (6.2.0.93)
j=3
and
Ve =0c— 0207+ (—1)77'5007. (6.2.0.94)
=3
From the above expression, we know that In (1\]\/25) €Null(.A), and alternatively
M, S1 ) 252 s
In )= d¢g. + 027 + higher order terms, (6.2.0.95)

where g! is the infinitesimal Maxwellian with respect to the local Maxwellian M,:
Gt =petuc-v+ 0.3 -2, (6.2.0.96)
and g2 is
=102+ |u+ 26 + 0 - v+ PSP - 2), (6.2.0.97)

2

g? has a good property that

/<§§> da = %/ P2+ |uc* + 262 dz, (6.2.0.98)
Q Q

which is the energy of the solution to the weakly compressible Stokes system. This
property will be useful in the evolution of the scaled relative entropy %He(t).

Proof of the lemma:

M. D lv —deuc*  |v)?
1 —In(1 ZIn(1 _ v o | U 2.0.
n(M) n( +6epe)2 n(l+4.6,) 2010, + 3 (6.2.0.99)
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Then the Taylor expansion yields the proof. O

From the lemma above, we obtain that

/Q/RD {Fg(t) n (M]Q(t)) — F"In @{;)] dvdr =T, + 1. + 111, (6.2.0.100)

where
L —//RD — F"a(0)] dvdzx
II, = / / [VF(t) - Be(t) — vE™ - 5(0)] dvdz (6.2.0.101)

= [ [ 16 = IO - Gl = BF".(0)] dvda.
Calculations of I.: Now, let’s calculate I.. From the local conservation law of

mass, taking a. as test function, we obtain

t t
I :/ /(85046)(/ F. dv)dxds+/ /1(/ vl dv) - Vyaedrds. (6.2.0.102)
AY RD o Jo € JrD

Notice that
/ Fodv=1+46/(qg),
]RD

(6.2.0.103)
/ vF. dv = 6. (vg.) .
RD
Then .
Iez/ /(8046)dccds—i—5//804e (ge) dxds
(6.2.0.104)
+ 0, / / (Vge) » Vyore dxds .
o€
From (6.2.0.91), we know
//0046 dxds—é/pe " dz - 1 /(|Ue(t)|2—\Um|2)dx
. (6.2.0.105)

v S - P de
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The first term above is zero, because of the conservation of mass. From the energy

identity of the weakly compressible Stokes system

%/(|U( )2 = U™ dx—// o(ue) : o(ue) + | Vabe|? deds.  (6.2.0.106)

Then we obtain that

1—52//§ o(u) : o(ue) + K| V0| drds

t
1
+ 56/ /(ﬁsae)(g€> dxds + 56/ / —(vge) - Vyaodzds (6.2.0.107)
0o Ja 0o Jaoc¢€
[y - o)
Q595
Calculations of II.: Next, to calculate II,, from the local conservation law of the

momentum with defect measure, taking [, as test function, we have

t t
11, :/ /(E)Sﬂe) . (/ vF, dv)dzds +/ / 1(/ v ®@vFdv) : VB dxds
0o Ja RD 0o Jao € JrP
t

1
+/ M, : V.0 dxds.
0o Ja¢€
(6.2.0.108)

Denote by A(v) = v®v — %[v[*I, then

1, — 5, /t/(asﬁe) - (/RD vge dv)dads
+a/// o Vabduds 6. [ [ ploa (0.5 v

+/ fm V.0 dxds .
0o Jao ¢
(6.2.0.109)

Calculations of III.: Now, applying the main assumption on the local conservation

law of the energy which is not satisfied by the DiPerna-Lions solutions:

1
at</ %IvleEde—vx-(/ v@vz[o]*Fedv) =0, (6.2.0.110)
RD € RD
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Combining with local conservation of mass, taking 7. as test functions,

IH—// e) / (501> = ) F. dv)

(6.2.0.111)
+/ / —/ (viv]* = 2)F. dv - V7. dads .
o Ja € JrD
Denote by B(v) = v([v]* — ££2), then
t
théf/km»«%w—gmwm8
(6.2.0.112)
/ / (Vge) * Vaye dxds + e / / ge) - Vyyedzds .
Q€
We use the notations
e = O0cpe + 0200, P =0+ 026, e =0+ 0%, (6.2.0.113)

and use the fact (pc, u,, 0;) is the solution to the weakly compressible Stokes system

(6.2.0.57), we obtain that
1
5(1 + I, + II1,) //’iau6 o (ue) + K| V0| dads
+//ﬁwﬁdw»wm+4&&maW—nwmm

/ / : Ve + 1<B(v)ge> - V0. dxds
O € €

—|—/ m, : (ue + 6.6.) deds
0 Q€

+ R,
(6.2.0.114)
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where the remainder R, is
= [ S uE R - Py
055

1 ~ .
+ 0, / / —Ue - Vi(ae + ) + = (pe + 0.)Vy - Be dads
o€ ¢ (6.2.0.115)

=+ 66/ / ﬁe(as&e) + ﬂe : (asBe) + %ée(as:ye)
+ 0. / /Q ; ge) : Vafe + %(B(v)gJ : ViAe dxds .

In the equation (6.2.0.114), we have to relate the terms involving the moments
of g, particularly £(A(v)g.) and 1(B(v)g.) to the associated fluid variables. We
did this in the formal derivation of the weakly nonlinear approximation. The main
difficulty in the rigorous justification comes from the fact that F, = M(1+4.g.) are a
family of weak solutions not in the usual sense, but in the sense of renormalization.
So the weak formulation of the DiPerna-Lions solutions give the equation of the
renormalization of g., not g.. A deeper reason is most of the estimates were based
on the fundamental global entropy inequality (6.2.0.54), which includes the relative

entropy control

5—12/<h(5ege(t,:r, ) dx < C™ (6.2.0.116)
e JQ

We keep here the notations from [8] and denote the nonlinearity involved in the

relative entropy by
hz)=14+z)In(1+2)—2z, z>-1. (6.2.0.117)

Since h(z) ~ 2z% near z = 0, the entropy control (6.2.0.116) is more or less equivalent

to the L? estimate of the type

/ lge(t, 2, v) P Mdvdx < 2C™ . (6.2.0.118)
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However, this is not entirely correct, since g. can take values > %, for which replacing
h(z) by %22 is not justified. For this reason, we propose to consider the following

renormalized fluctuation
2
Je = 5—(\/(}’6 —1). (6.2.0.119)
The advantage of this renormalized fluctuation over the original one is explained

that from the relative entropy bound (6.2.0.116),
/((%(\/56 —1))*) dz = /<§§> dr < iC™; (6.2.0.120)
A natural application of this refined a priori estimate is to decompose
e = e + 1057 - (6.2.0.121)

Therefore, we see that the fluctuation g, is bounded in L?*(Mdvdzx), up to a remain-
der of order € in L'(Mdvdz), uniformly in ¢ > 0.

As explained in our description of the DiPerna-Lions existence theorem, the
Boltzmann equation can be equivalently renormalized with any admissible non-
linearity whose derivative saturates the quadratic growth of the collision integral.
Throughout the proof of the theorem, we shall essentially employ two kinds of
normalizing nonlinearity used by Golse and Saint-Raymond in their work of incom-

pressible Navier-Stokes limit:

e compactly supported nonlinearities that coincide with the identity near refer-

ence Maxwellian state; and

e variants of the maximal, i.e., squre-root renormalization.
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Nonlinearities of the first kind are used to define the renormalized form of the
Boltzmann equation in which one passes to the limit as ¢ — 0, while the square-
root normalization is used to establish compactness properties of family of solution
to the scaled Boltzamnn equation.

The first kind of normalizing nonlinearities is defined through the class of

bump function v € C*°(R, ) such that
7\[0 3 = 1, 7o) =0, ~ isnonincreasing on R . (6.2.0.122)
2

The Boltzmann equation (6.2.0.37) is then renormalized with the nonlinearity

DZ)=(Z-1)v(Z); (6.2.0.123)
Later on, we denote
Z)=~(Z2)+ (Z — 1)2—2(2) =1"(2). (6.2.0.124)

The scaled Boltzmann equation renormalized with I' us put in the form

1
(875 + EU : vx)(gefya

1 e eNe (6.2.0.125)
= - // S T 5eb(vy — v, w) dwMdvy
€ J Jr3xs? €0,
where we have denoted
Ve =7(Ge,) Fe =H(G). (6.2.0.126)

The second class of normalizing nonlinearities that we shall use to establish com-

pactness properties of the number density fluctuations G, is defined as

I(Z)=v(+2, (>0 (6.2.0.127)
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where the parameter ( will be adapted to e.
We shall need truncations in the velocity variable at a level that is tied to e.

For each function ¢ = ((v), and each K > 6, we define

(r.(v) = C(U)1|u|2gmlne| . (6.2.0.128)

Multiplying each side of the scaled, renormalized Bolztmann equation (6.2.0.125)

the truncated collision invariants (x, (v) = 1k, vk,,

v|%. we deduce that

1
0Lk 9eve) + —Va - (VK geve) = J!

2 9eve) + Va - Fo(A) = 2, (6.2.0.129)

1
at<vK69676> + Evz<%‘v
1
%at«%h)ﬁ(e - 1)ge7s> + va ’ <UK596'76> + Vz : F€(B) = JS’,

where F(A) is the truncated, renormalized traceless part of the momentum flux
1
FG(A) = _<AK59676> 9 (620130)
€
and F.(B) is truncated, renormalized energy flux

1
(BK.geve) (6.2.0.131)

€

F.(B)

The above equations (6.2.0.129) is satisfied in the weak sense with the conservation

defects J.
‘]el <1K5q{$/e>
Je = JZ = <erq6/5/€> s (620132)
J? (5%, — §)ae¥e)

where the scaled entropy dissipation rate

GG — GG,

2.0.1
5 (6.2.0.133)

de =
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Notice that truncating large velocities in the number density, or large values thereof
(which is what the renormalization procedure does) break the symmetries in the
collision integral leading to the local conservation laws of mass, momentum, energy:
this accounts for the defect J. on the right-hand side of (6.2.0.129). As ¢ — 0.
(k. (v) — ((v) while G. — 1 so that 4. — 1: hence the missing symmetries are
restored in the integrand defining J.. Hence one can hope that J. — 0 as ¢ — 0.
In their work of incompressible Navier-Stokes limit, Golse and Saint-Raymond
proved the following nonlinear compactness estimate, based on which they can derive
the vanishing of the momentum conservation defect for the hard sphere collision
kernel. (in [48], Levrmore and Masmoudi treated the very general collision kernel

under some nonlinear compactness assumption.)

Proposition 8: Nonlinear compactness estimate:
2
(14 |v) (—ch;_l> is uniformly integrable on [0,T] x K x RP for the measure

Mdvdzdt, for each T > 0 and each compact K C RP.

Follow the line of Golse-Levermore [29], Golse and Saint-Raymond proved the van-

ishing of conservation defects

Proposition 9: Under the assumption as in the Main Theorem
Jo—0, in Li.(dt;L*(dr)) as e—0. (6.2.0.134)

To derive the hydrodynamics of (6.2.0.129), we need the deduce the momentum and
energy flux to some asymptotic normal form, based on which we can describe the

evolution of the relative entropy H,(t):
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Lemma 21: Let I be the L*(Mdv)— orthogonal projection on Null(L), then under

the same assumption as in the Main Theorem

RO =2 << (n@)> = 2({5- QG VG ) + oty

Oc
(6.2.0.135)
where  denotes either A or B.
The proof of this lemma is based on splitting the momentum flux as
1 G.—1
F(A)=-(A :
) =1 (A S
2
VG —1 2 VG —1
= ( Ax.7 VG -1 + - AKE%G— (6.2.0.136)
¢ 55 € 66
=F.(A) + F(4),
as a consequence of the elementary identity
1Ge—1 1
e = (VG- )(VGe+ 1)
€ o ¢ (6.2.0.137)
1 2
= Z(\/@ —1)2+ 5—(\/@ —1).

Then, one applies the following corollary of the nonlinear compactness estimate

Corollary 7:

VG —1 VG —1
Gg -1 Gg — 0, in Li.(dt; L*(Mdvdx)) (6.2.0.138)
as € — 0.

With the corollary above, one can show that the term F!(A) in the decomposition

of the momentum flux is asymptotically close to

% <A (H@>2> (6.2.0.139)
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Notice that the high velocity truncation is disposed of since H@ has at most
polynomial growth in v as |[v] — oo. In order to deal with the second term F2?(A),

we introduce the following decomposition

1<A@>21<A5@>

5, 5, 5, 5,
=9 <AQ (“ﬁé— L @;_ 1)> —2<Aé9(\/€, J@)> |
E ) E (6.2.0.140)

from which we deduce with the corollary above that F2(A) is close to

Oc <A (H%)? —2 <A$Q(\/€, \/5€)> (6.2.0.141)

€

Next we use lemma (21) and its corollary to derive the hydrodynamic asymptotics
of (6.2.0.129).

More generally, we can show the following Navier-Stokes “Asymptotes”:

Proposition 10: Navier-Stokes Asymptotes:

pd Ve 0 0
O b 1 b b 0c b b 1 b2 b
t ue +E V$(IO5 + 95) +? Vﬂ? ’ (ue ® ue) - §V$|ue| o Mvﬂ? ’ U(ue) -
%92 Ve u - V0 KA L0°
(6.2.0.142)
in w-Li (dt;w-L'(dx)) as € — 0. where
P = (kgeve), ul=(vkgere), 0 ={Hk — Dgeve) (6.2.0.143)

Proof of the proposition: The proof basically follow the line of [34], the only difference
is that [34] treat the limit, we consider the asymptotic behavior.
In our calculations above, we kept the % term which will vanish in the Stokes
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scaling. We considered the general case since it will be useful in the nonlinear
Navier-Stokes asymptotics.

To begin with, we notice that the following asymptotic equivalence of the two

renormalizations:
VG, —1 1

The asymptotics F.(A) and F.(B) are obtained by an argument that closely follows

[29] and [34]. The proposition follows directly from the following lemma:

Lemma 22: Define

1= e A A), k=5(B-B). (6.2.0.145)

Then, as € — 0, the diffusion part

HAL QG G} + uo (i) — 0:

(6.2.0.146)
2BAQ(V/Ge, v/ Go)) + kY0, — 0
in w-Li .(dt; w-L'(dx)); and the convection part
(AT — (02 902 = bluzfT) — 0,
(6.2.0.147)
(BTYE=1)2) 402 0,
in Li (dt; L'(dx).)

Proof of the lemma: We start from the elementary formula

161 - G = (VO ~ /362 (/T + /)

- (\/G/ng - ¢G€1G6)2 +2v/GaG. (¢G21Gé - %GdGe) :

(6.2.0.148)
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If we denote by
1
jo= ( LGl — \/G61G6> , (6.2.0.149)

then from above identity we have the relation between ¢. and the original scaled

entropy dissipation rate ¢,
e = €0 (G.)° +2v/GaGeg. . (6.2.0.150)

The global entropy inequality (6.2.0.116) provides the entropy dissipation rate bound

which implies that

//<< (VaEng: - M)Q» dudt

- /0 / ((@)*) dwdt < C™,

The scaled, renormalized Boltzmann equation (6.2.0.125) can be written in

(6.2.0.151)

the form

v - V:):(gefye) - // qgﬁ/eb(’l)l — v,w) deldvl
S7xR? (6.2.0.152)

- _Eat(g676> +v- Vx(H9676 - ge'.)/e) .

This means that for every y € L®°(Mdv; C1(Q)) and every 0 < t; < ty < 0o

to to
- / / (geyev - Vox) dedt + / / {qevevayinly) ddt
t1

=e / (geve(ti)x) — / (geve(t2)x / / 9eve — Lgeve)v - Vix) dadt .
(6.2.0.153)

Using the asymptotic equivalence (6.2.0.144) between g.7. and % while the later

is relatively compact in w— L2 (dt; w—L*(Mdvdx)),

6/<geve(t1)x> - 6/<gev€(t2)x> —0, as e—0. (6.2.0.154)
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It is easily to derive that

to
/ /((ggv6 — gy )v - Vex)daedt -0, as €—0. (6.2.0.155)
t1

Actually, weak convergence is enough here.
Furthermore, apply the similar arguments of [29] and [34], we know both g9,
and ¢. are relatively compact in w-L2 (dt;w-L?(dudz)), and if the limit point of

qY. is ¢ which satisfies the limiting Boltzmann equation, see 4.3 in [8],

v-Vyg = // qb(v1 — v, w) dwMydv; (6.2.0.156)

then, from the relation (6.2.0.150), the limit point of . is £, and

to
/ /<<qe’ye — 24 ) dxdt -0 as e—0. (6.2.0.157)
t1

recall that

<é}5€Q<¢i, V@) = (Ca) . (6.2.0.158)

Thus, we proved the “asymptotic” Boltzmann equation, which is an analogue of the

“limiting” Boltzmann equation, see Proposition 4.1 in [8],

Lemma 23:
v -V Ilgeye — // 4y b(vy — v,w) dwhidvy — 0 as € — 0. (6.2.0.159)
in w-Li (dt; w-L*(Mdvdz)).

Using the project II simple calculation yields that

v Vollgeye = A(v) : Vi + B(v) - Vo0
(6.2.0.160)

F V(4 0) + SPV, - .
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Then, we can obtain from lemma 4.1 in [8]

<Av -V gy = ,ua(ﬂz) ,
(6.2.0.161)
<Bv -V lgeve) = /@Vxéi )
Thus we finish the proof of the Lemma (22). O

To get the asymptotics of the convection terms, we again use the asymptotic

equivalence relation (6.2.0.144), Recalling the definition of the projection II

g = (g) + (vg) - v+ (($]v]* = ) (5|v|* = 2), (6.2.0.162)
One has
(A, (IT¥E=1)2) & (vge, geve) @ (Vi geve) — 51k geve) P ]
(6.2.0.163)
=, @ u, — 5|ull’I,
and
’U2
(Bre, (ITYS1)?) o (v, gev) (e — 1)geye)
(6.2.0.164)

. bpb
_ueee

Now it is ready to estimate the terms involving the moments of g. in (6.2.0.114),

namely the following four terms

0= [ [ 0¥ o) (o5 + (0Bl — 1)) s

L 1 (6.2.0.165)
b [ HA) s Tan+ (B0 - 9ut, dods
Now let £(v) denote v or |v|?> — 1, then we decompose (£(v)g.) into
<£(U>96> = <§K€<U)ge> + <§(U>1IUIQ>K\lne|96>
= (€. (0) 25EH) + 30c{6re (0) BEE)?)
(6.2.0.166)

+ <€(U)1|U\Q>K|lne|ge>

~ (€x, (0)ge7e) + 106k (V) (L)) (€ (0) Lok e de)



By our definitions, the first term above is either u’ or #°. We claim that the last
two terms will be vanishing as € — 0 based on the following argument.

From the following classical estimate on the tail of Gaussian integrals
“|02/2), | atN | Ry
e 0|*Lypespdv =O(R 2 e %) as R — +o00. (6.2.0.167)
RN

Take K large enough, the third term above will go to zero. From the nonlinear
compactness estimate, see Proposition (8), we know that (1 + |v]) (@)2 is uni-
formly integrable on [0, 7] x K x R” for the measure Mdvdzdt, for each T' > 0 and
each compact K C RP. Noting that in the second term above the large velocity has
already been truncated, the nonlinear compactness estimate easily implies that the
second term above goes to zero as € — 0.

Let 1(¢(v)) denote 1(A(v)) or 1(B(v)), similarly as above we decompose them

into
(009 = <G (0)g) + §<<<v>1|v|z>K.m€|ge>
= {0 0)2YF0) 4 2 () TP 12 (0 )
~ (G (Whgre) + j—<cK (0) G0 2) 1 () s

(6.2.0.168)
By definitions, the first term above is either F.(A) or F(B). Very much similar to

e 0,
€

our analysis above, and noting that in the Stokes scaling, the assumption
the last two terms above are vanishing as e — 0.
Combine the above arguments and the Proposition (10) on the Navier-Stokes

asymptotics, dropping the quadratic terms because their coefficients are f which

goes to zero in the Stokes scaling. (It will be kept in the Navier-Stokes scaling, this
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case will be treated in the next chapter.) We obtain that

t
O, = / / 1V o(ul)] - w4+ k(A,0.)0° duds
(6.2.0.169)

//,ua )0 Vatie + £V 20° - Vo0, drds + 7

Finally, we obtain the evolution of the relative entropy H.(t):

Proposition 11: the evolution of the relative entropy For everyt > 0,

512 (F.|M.)( { 5 //D dxds—//ﬂa Lo (W) 4 K|V,0)? du ds
6

+/o | ot =) s o= a2) £ 9,6, 0)P o ds

1
+ R + R < S H(FJMY),

(6.2.0.170)

where

1 b <
R! = _/ %tr(me)dx—i-/ /—mE : (te + 6c0:) dx ds (6.2.0.171)
de Jo 0o Ja €
and

2 =0, / /MV o(ue) - (vgh) + KA, 9(( —1)g*) dx ds

_// : Va(ue +6.5,) dx ds
_// + Va0 + 0c7) da ds
_//”gf @+ 3 + (49 V, - B da ds
_/ / 0 : Vofke + (B()gl) - VoAe du ds
! 56/0 /&99@5‘& + (090 - (9.0 + 2ol — 1)g.)(0.3) d ds

+ Z(—l)j1(56)”/9(fj(ﬂe,ue,96)(t) — Ji(pe; e, 0)(0)) da
’ (6.2.0.172)
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where f; are higher order terms in &, 3,7

Let us analyze the remainder terms. Firstly we claim that in R?, because m, is a

non-negative matrix-value measure, then
1
5—/tr(m5)das >0. (6.2.0.173)
€JQ

To analyze the second term in R}, we recall the global entropy inequality (6.2.0.54),

we have:

62 h((Seg6 ))dx + — / tr(m,)(t) dz < —/ Seg™(
CZTL

(6.2.0.174)
Then
1 - Oe
— [ tr(m)(t)de < C""—. (6.2.0.175)
€ Jo €
In the Stokes scaling, % — 0, thus
1
“tr(m,) — 0 in L>([0,00); L*(dx)) (6.2.0.176)
€
Note that m, is non-negatively definite matrix-value measure, then
1
“m.— 0 in L*([0,00); L*(dx)) (6.2.0.177)
€

From the regularity results of Matsumura-Nishida and Ponce [60, 62]for the lin-

earized Navier-Stokes system, we have
e + 6eBell Lt (arsrooany < C- (6.2.0.178)
Then we have shown that

t
1 N
/ —m: (ue +95:)drds — 0 as € —0. (6.2.0.179)
0o Ja ¢
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We apply the regularity results of the linearized Navier-Stokes system again combing
with the arguments we made before the Proposition, it is easily to derive that the
remainder R? — 0, as € — 0.

Next, we shall show the following asymptotic inequality:

Lemma 24: For the entropy dissipation rate D(F.) and the fluid variables u}, 0’ asso-

ciated with a family of fluctuations of DiPerna-Lions solutions F, to the Boltzmann

equation (6.2.0.125),

1 t t
lim inf [—2/ /D(Fe) d:cds—/ /%J(uZ):0(ui)+fi|vx92]2dwds >0.
4(ede)? Jo Ja 0o Ja

e—0
(6.2.0.180)
Proof of the lemma: First, recall the scaled entropy dissipation rate g,:
G. = 6—}56 (\/GQIG’E - \/G€1G6> (6.2.0.181)
The elementary inequality
(V&= < 5(E=n)(Iné —1Inn) (6.2.0.182)
yields that
(G.)* <iD(G.). (6.2.0.183)
Next, we claim that ¢, satisfies the inequality
55 (AGY) = (A + L(Ba) - (Ba) < 1(a@)- (6.2.0.184)
where p and k are defined in (6.2.0.145).
Proof of the claim: Introduce
o=1(A +A-A - A4)
(6.2.0.185)
V=14B+B-B-B).
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First, notice that the symmetries of ¢. under the du—symmetry imply

(Ad) = (@G), (Bi) = (V). (6.2.0.186)

Next repeated application of the dy—symmetries shows

~

(AR A) =4(® @ dY), (B® B)=4(V @ ). (6.2.0.187)

Then any vector a € R” and any traceless symmetric matrix M € RP x R? satisfy

the identities
(P@®): M=1uM, (¥ ) a=222ka. (6.2.0.188)

Applying the Cauchy-Schwarz inequality and then identities (6.2.0.187) shows that

(@G + M + (Vg - a)* = (P M+ T - a)g)”
< (@ : M+ V- a)*(g)
=(M: (2@ @) : M+a-(Te2)-a){q)

— (LM : M+ 2E2a-a) ().

(6.2.0.189)

Now the result follows by using (6.2.0.186) and setting

(6.2.0.190)

in the inequality (6.2.0.184). Thus we proved the claim.
Then apply the “asymptotic” Boltzmann equation, and lemma (22), we finish

the proof of the lemma. O
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Now from the evolution of the relative entropy, we obtain that under the
assumption of the vanishing of the initial relative entropy

1
5—3H(F£\M£) —0, as e—0, (6.2.0.191)
for each ¢ > 0, we have the following limits:

e asymptotics of the entropy dissipation rate

) 1 ! ' b b b
113(1) {W/o /QD(FE) dx ds —/0 /an(ue) co(w)) + k| V0P drds| =0;

(6.2.0.192)

e asymptote of the momentum and energy flux:

e—0

t
lim/o /an(ue — )t ol — ) + K|V (6 — )P drds —0: (6.2.0.193)

e and finally, the relative entropy:

1
lim < H(F|Mo)(t) = 0. (6.2.0.194)
Thus, we finish the proof of the main theorem. O

From the Navier-Stokes asymptotics, see proposition (10), and recalling the
Stokes scaling % — 0, as € — 0, we have the weakly compressible Stokes asymptotics

which is dropping the % terms in (10) with the new remainder terms
J = (Jie, Joe, J3c) = 0, as e—0, (6.2.0.195)

' 1
in w-L,,

(dt; w-L'(dx)).
In the later proof, especially in the equi-continuity argument, we will multiply
the above asymptotics U’ = (p?,u°,6°) to derive the asymptotic energy identity.

[
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However, U” belongs to L2 .(dt; L*(dx)) only, so the remainder terms J.-U” would not
vanish as € — 0. To overcome this difficulty, we employ a mollifier over the periodic
space variable. Recall that TP = RP/ILP, where L c R” is some D—dimensional

lattice. Let & € C*°(RP) be such that £ > 0, [p&(2z)de = 1, and &(z) = 0 for

|z| > 1. We then define &5 € C>(T?) by

o) = 55 ¢

lelL.b

l
v ) . (6.2.0.196)
4]
In this section all convolutions are taken only in the x variable.

Now taking convolution with the asymptotic compressible Stokes system ((10)

without the ‘i—f terms,) we obtain
bo | L bo _ 7
atpg + —Vx "US = Jlev

€

1 -

Opu® + =V, (70 +02°) = pV, - o (u®) + I3, (6.2.0.197)

€

1 -
D9gre + =V, - ubd = kAP0 + T3, .

€

with initial data Up? = (p2°, ul®, 62°) which is defined as

poe = (e, g"ve) x5, upl = (g™ % &, 6o = ((Flolk, — Do) +&s.
(6.2.0.198)
Now define UL”‘; = UL”‘; — U, where U, = (pe, ue, 0c) is the solution of the weakly
compressible Stokes system (6.2.0.57). Then because of the linearity of the system,

U v satisfies the asymptotic compressible Stokes system:
U + AU = DU 4 J°. (6.2.0.199)

with initial data Ug;‘s —U!™. The first order operator A and the second order operator
D are defined as before, see (5.4.0.72) and (5.4.0.74). We will show next the following
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key lemma:

Lemma 25: For each fizred 6 > 0, we have the following continuous in time L*—strong

convergence:

U =0, as e—0, (6.2.0.200)
in C([0,00); L*(dx)).
Proof of the lemma: From the Arzela-Ascoli theorem, we need to show that Uf"g are
e equi-continuous in C([0, c0); L*(dx));
e pointwisely convergent for every ¢t > 0.

The idea of the proof of the lemma based on the evolution of the relative entropy.
We will show that the equi-continuity is a straightforward consequence of the asymp-
totics of the momentum and energy flux (6.2.0.193), while the point-wise L? norm
of U”? can be controlled by the relative entropy éH(FJMe).

First, we want to show that: for each t > 0,

%HU:%) _ U < 51 (FL(0)|M. (1)) (6.2.0.201)

Multiplying the asymptotic compressible Stokes system (6.2.0.199) with U”?, then

integrating in time ¢, we obtain the energy identity:
t
%HUE"S(t)H%Q + /0 /Q ga(uz"s — o) o(u® — ) + K|V (07 — 6,)* de ds

t
= 40 + [ (35,02 ds,
0
(6.2.0.202)
where fg(je, U ds — 0, as € — 0, uniformly in e.

€
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Then, the inequality

1 . 1 o
§]|U3f —U™]3, < ﬁH(Fj"\MZ") (6.2.0.203)

will imply the inequality (6.2.0.201).
For notational simplicity, we drop § and in in the following computation and

estimates. We introduce the following two infinitesimal Maxwellian associated to

U’ and U.:

ge = petug v+ 05l = 2),

ko~ Do Gl - 2),  (6:20200

= (Li.ge7e) + (vk.geve) v + (v
90 = petuc-v+0(5l0f - 3).

Some simple calculations yield that

SN0 = Ueli7: = %/ﬂ((gﬁ)Q) dx+%/ﬂ<(gf)2>dx—/ﬂ(g';9§> dr.  (6.2.0.205)

We claim the following two statements which imply the the inequality (6.2.0.203):

Claim 1:

/Q/RD [F.In(5) — Me + M] dvdx

(6.2.0.206)
— -4 [P+ [ (oo [ rodo,

Q 0 Q
where [, rcdz — 0, as e — 0, uniformly in e.
Claim 2:

o1 1 2

hmlonf ﬁH(Fe\M) ~ 5 ((g))*ydz > 0. (6.2.0.207)

€E—> p Q
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Proof of the Claim 1: We apply the lemma (20) which gives the formula on In(7

// [Foln(¥e) — M. + M| dvdz
Q JRD
1
:// <1+5ege) [ae‘i_ﬁev—i_’ye(%lU’Q_%)}Mdvdx_—/pedx
Q JRD 56 9]
:// Je [Pe+u5'v+96(%\v\2—%)]Mdvd:l:jtéﬁ// g M dvdx
Q JRD Q JRD

—34%+Wﬁ+%%ﬂ%
(6.2.0.208)

where 7, is the higher order term in the expansion of ln(]\fj) which is bounded in

L>. If we denote by £(v) = 1,v or |v[?, then decompose £(v)g, as in (6.2.0.166):

(€(0)ge) = (€x (V)ge) + (€(V)Ljp2> K melge)

~ <€K€ (U)g€7€> + %1(56 <€Ke (1}) (%;—I)>Q> + <§(’U)1‘U‘2>K|1ne‘g€> .
(6.2.0.209)

Then we obtain

(6.2.0.208)

1 [t e+ [(ghoy o+ [ v,
Q Q Q

The classical estimate on the tail of the Gaussian integrals and the nonlinear com-

(6.2.0.210)

pactness estimate Proposition (8), and L* boundedness of the remainder in In(4k),
yields the remainder

/T’e dr -0 as e€—0 (6.2.0.211)
Q

uniformly in €. Thus we finish the proof of the claim 1. O

Now we turn to claim 2.
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Proof of the claim 2:

1
5 [ (CmG G e [ (a2 s
e JQ Q
1
= I% + 1% .

We will show that

lim iglf I% >0, and lim II% =0. (6.2.0.213)

K—oo
then the claim 2 follows.

The convexity of h gives the inequality

1 1
=1 (0eg?) (9 = 90) < 55h(0ege) - (6.2.0.214)

€

1

Fix K > 0 and multiply this inequality by the indicator function 1,4<x; the non-
negativity of h then implies

1 1

51080 = 5O pien > FHOL genla =) (620219
In above inequality
(5—162h(5€92)1|g2|§f< = %(QE)Q (6.2.0.216)
Note that
9e — 9 = (ge — 2) + (g9 — ge) (6.2.0.217)

where we know the latter goes to 0 strongly in L2 (dt; L*(Mduvdz)) as € — 0, see

loc

the corollary 6. Now we use again the decomposition (6.2.0.166), we get

g — g’ ~ 0eg° + re | (6.2.0.218)
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where

(6.2.0.219)
FHCE - DEYED P - B).
and
Te = (Ljpsi|nege) + (V12> il nelge) - ¥
(6.2.0.220)

+ (101 = Dlppskimdge) Glol* — )

Turn back to inequality (6.2.0.215), and note that h/(d.¢’) = In(1 + 6.g°). Then

1
5—h'(5€gi)l|gz‘§K is bounded . (6.2.0.221)

As before we use again the nonlinear compactness Proposition (8) and the classical

estimate on the tail of the Gaussian integrals,
ge—¢ — 0, in w-Li (dt;w-L*(Mdvdz),) as e—0. (6.2.0.222)

Average the inequality (6.2.0.215) over [t,t5] x Q x R for arbitrary time interval
[t1, 2] and then consider its asymptotics as € tends to zero, the asymptote (6.2.0.217)

and the limit (6.2.0.222) yield

1

— /%(gi)zlwysxdxdt

2o e t (6.2.0.223)
1 2 1

< liminf —h(dege)) dxdt .

<timipt = [ [ (ko) ds

Let t; approach to 9, then we prove
liminfI > 0. (6.2.0.224)

e—0

Remark: In the above argument, we proved that generally, the asymptotic inequal-
ity liIErL iglf I% > 0 for t > 0 almost everywhere, but not all ¢ > 0. This is the very
reason that we would not prove the inequality (6.2.0.203) for every ¢ > 0 directly,
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but only prove it at ¢ = 0, then extend to all ¢ > through the asymptotic energy
identity (6.2.0.202).

Now we turn to II%. From the nonlinear compactness estimate Proposition
(8), and the asymptotic equivalence of the two renormalizations (6.2.0.144), we can

easily derive that
(1+|v])(g2)? is relatively compact in w-LL (dt; w-L*(Mdvdz)).  (6.2.0.225)

Then by the Dunford-Pettis criteria of relatively compactness of w-L!, it follows
that

lim 11 = 0. (6.2.0.226)

Koo
Then we proved the statements in (6.2.0.213), then the claim 2 follows. Combining
claim 1 and claim 2, we proved the pointwise L?—estimate (6.2.0.201): for each
t >0,

Lirms 2 1

§||U€’ (t) = Uc(t)|l72 < 5—€2H(F6(t)|M€(t)) — 0, (6.2.0.227)
As e — 0. The last limitcomes from the evolution of the relative entropy (6.2.0.194).

Our final step is to prove the equi-continuity of U in C([0, 00); L?(dx)) which

is a consequence of the energy identity (6.2.0.202): for every [t,t2] C [0,77,

r7b F7b
SO ()72 = 31U ()17

to
_ / /Q Bo(u ) (W — u) + KIVA(E — 0)Pdudt  (62.0.228)
t1

to _ _

— [T as.
t1

From the asymptotics of the momentum and energy flux (6.2.0.193), we know the

right-hand side in the above identity will be sufficiently small when |ty — ;| small

enough.
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Similar to our arguments in the limit from compressible Stokes to acoustic

system, we use the following identity:

10 (82) = U2 ()7
(6.2.0.229)
= 5102 ()72 — 31U (80)I[72 + (U2 (82,)U2° (1) — U2°(t2)) -
If we fix ¢;, then we already proved the pointwise strong L? convergence to 0 which
implies the second term above will vanish. Then the energy identity (6.2.0.229)

gives the equi-continuity. Thus, we proved that for each fixed § > 0, the continuous

in time L? strong convergence:
U —U. -0, as €—0, (6.2.0.230)

in C([0,00); L?(dx)).

It remains to remove the mollifier & in (6.2.0.230). In order to do so, we
need the compactness in the spacial variable x for the kinetic equations. Velocity
averaging is the natural way. For the purpose of studying the compactness of U’ =
(Ck.geve), we use the nonlinear compactness estimate Proposition (8) coupled with

the following variant of the L? case of the velocity averaging theorem.

Lemma 26: Let ¢. be a bounded family in L2 (dt; L*(Mdvdx)) such that |¢|* is

loc

locally uniformly integrable on R*. x Q x R for the Lebesgue measure. Assume that
(€0; +v- V)¢ s bounded in  Li (dt; L*(dvdz)). (6.2.0.231)

Then, for each ) € L*(Mdv), the family (D) is relatively compact in LE (dt; L*(dz))

loc

with respect to the x — variable, meaning that, for each T > 0 and each compact
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K C €, one has

// [{pe) (t, 2 +y) — (pe)(t, 2)* dwdt — 0, (6.2.0.232)

[0,TIxK

as y — 0 uniformly in €.

See [34] for the proof.

Now we apply the lemma above to the second type of the normalization

JET G- 1
o= VTGl (6.2.0.233)

€

since

1Q(GuG)
2o/ +G.

for ¢ € (1,2), by the entropy production estimate (6.2.0.151). Since

(Gat +v- Vz)¢e = O(l)L (dtdzdv) (620234)

1
loc

Jera -1 1
verGe=l L 2, (6.2.0.235)

P = € 2

Applying the velocity averaging lemma above leads to the following compactness in

the x variable results

Proposition 12: On the same assumption on the collision kernel b(z,w) as in the

main theorem, for each T > 0 and K C ) compact, one has

/ / [(Ck.9eve (b 4+ y) — (Cr.geve) (F ) |* dedt — 0, (6.2.0.236)

[0, T]xK

as y — 0 uniformly in €, where ((v) denotes 1,v, |v|*.

Noting the definition of U’ = ((x.gV), and U’ is the convolution with the mollifier
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&, the above proposition immediately implies that
17" = £'ll L2(dzar) — O,
“ub,& _ ubHL?(dxdt) N 0’ (6.2.0.237)
||9b’6 - ebHL?(dgcdt) — 0,

uniformly in €, as § — 0. Thus, we showed the strong L? limit without mollifier:
U —U.—0, as e€—0, (6.2.0.238)

in C([0,00); L*(dx)).
We define the macroscopic variables associated with the fluctuation without
truncation g.. Let U, = (C(v)ge), where ((v) = (1, v, +|v* = 1), then again we use

the decomposition

(C(0)ge) = (Cre. (1)ge7e) + 10e(Cre. () (BYE=DY) + (C(0) L upes i imeige) - (6.2.0.239)

Note that the key nonlinear compactness estimate Proposition (8), we have the

following L' convergence:
U —-U.—0, as e—0, (6.2.0.240)

in C([0, 00); L (dz)).

Furthermore, we have decomposition
ge = ng + (96 - Hgs) (620241)

and for the L? part relaxation limit

VG —1
e e

—0, in Li,.

(dt; L*(Mdvdz)) (6.2.0.242)
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as € — 0. Then the decomposition (6.2.0.239) and the nonlinear compactness esti-

mate Proposition (8) implies
ge —Ig. — 0, in Li (dt; L*(Mdvdz)) (6.2.0.243)
as € — 0. Thus
Mg —g° — 0, in C(]0,00); L'(Mdvdz)), (6.2.0.244)

as € — 0, where g° is the infinitesimal Maxwellian associated with the solution to

the weakly compressible Stokes system,

92 (t,x,v) = pe(t, x) + ue(t, ) - v + 0 (t,2) (Eo]> — 2). (6.2.0.245)

and finally
ge—g2 =0, in LY[0,00); L'(Mdvdz)), (6.2.0.246)
as € — 0. Then we finish the proof of the theorem. |
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7. WEAKLY COMPRESSIBLE NAVIER-STOKES

APPROXIMATION FROM BOLTZMANN EQUATIONS

In the chapter, we shall consider the weakly compressible Navier-Stokes ap-
proximation. We concern the Navier-Stokes scaling, i.e., % — 1, as € — 0,
the long time hydrodynamics of the Boltzmann equation. From the initial data
Um™ = (p™,u™,0"), we construct an initial local Maxwellian M, such that it is
close to the initial number density F™ in the sense that the scaled relative entropy,
ie., SH(F™M™) — 0, as e — 0, then for the later time ¢ > 0, we shall construct a
family of local Maxwellian M,(t), such that % H(F.(t)|M(t)) — 0, as € — 0. Thus,
this family of local Maxwellians governs the long time behavior of solutions to the
Boltzmann equation. Unfortunately, mainly because of the lack of good regular-
ity and compactness of DiPerna-Lions solutions which are the only global solutions
available, this weakly compressible Navier-Stokes approximation has not been rig-
orously justified. Our main theorem in this chapter will be stated in Theorem (19)

under assumptions about passing to the limit in certain relative entropy dissipation

terms. In the final section, we shall state some future plans after this dissertation.



7.1 Formal Derivation of Weakly Compressible Navier-Stokes

Approximation

We start from the scaled Boltzmann equation with initial data:
1 A
cGe+v-V,G. = -9(G,, G,,) G(0,z,v) = G (z,v). (7.1.0.1)
€

The family of the fluctuation g. which is defined as

ge = E(Ge - 1), (7.1.0.2)

€

formally satisfies the local conservation laws
1
at<96> + ;vw ) <U96> =0,
1
O (vge) + T—Vx (v ®wvge) =0, (7.1.0.3)
1
0i(3lvfPge) + —Va- (v3lv[’g) = 0.
As we did in Chapter 5 and 6, we define the fluid variables U, = (Pe, Ue, ée) associated

with the fluctuation of the number density g.:

~

pe=1{(ge), te=(vge), Oo=2{(*-2)g.), (7.1.0.4)
and initial data U, " as the corresponding moments of g". We assume that for some
U e L*(dx),

un -y, (7.1.0.5)
in the sense of distribution. After some tedious algebraic calculations, we derive

that U€ satisfies the local conservation laws

1 b . .
atUe + _AUe + _Q(Uea Ue) = DUE + Re )
€ € (7.1.0.6)
U.(0,2) = U™,



where R, is the remainder term in the formal derivation which will vanish, as
e — 0, formally. When G, are DiPerna-Lions solutions to (7.1.0.1), R, — 0 in

Ll

loc

(dt, L*(dx)). This was shown by Golse-Saint-Raymond for hard sphere collision
kernel [35] and Levermore-Masmoudi for more general collision kernels [48].

In the Navier-Stokes scaling, i.e., % ~ 1, the quadratic term %Q(UE, Ue) can
not be ignored. From the asymptotic local conservation law (7.1.0.6), it is natural

to guess that the corresponding fluid system which captures the long time behavior

of the Boltzmann equation should be

oU. + 1.AU6 + (U, U.) =DU.,
¢ (7.1.0.7)
U(0,2) = U™(x).

Unfortunately, this system is not a good choice. Actually, this system does not even

satisfy formally the energy identity, because generally
(Q(U,U,)U) = %/]u\z(vx-u) dx +§/92(vz.u) dr # 0, (7.1.0.8)

unless the velocity u(t, z) is divergence free, which is not the case when we consider
the general initial data, i.e., either incompressibility, or Bousinesq relation is not
satisfied. Furthermore, it does even not have the definite sign. Another difficulty is

that the diffusion term D is not strictly dissipative, i.e., the strict dissipation
(DU,U) > C(V, U, V,U) (7.1.0.9)

is not true. Further more the first and the second order differential operators A and
D are not commutable, i.e.,
AD + DA. (7.1.0.10)
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For these reasons, the fluid system (7.1.0.7) is not well-posed. We don’t know even

the global solutions exist. So, it is not a good fluid model from which we construct

local Maxwellian. To overcome this difficulty, we notice that the asymptotic local

conservation laws (7.1.0.6) depends on at the same time two time variables, ¢ and
t

7 = ¢, we apply the method of multiple time scale, or the averaging method to

derive the following averaged system:

1 _
atUe + _AUe + Q(Ue> UE) = DU€ s
€

(7.1.0.11)
U (0,7) = U™(x).
where the averaged operator Q and D are defined as:
_ 1 [
QU,U) = lim = [ Qe AU, e *AU) ds, (7.1.0.12)
T—00 T 0
and
— 1 T
DU = lim - | e*D(e*AU)ds. (7.1.0.13)

T—00 T 0

The averaged equation (7.1.0.11) has some good properties:

e The averaged quadratic term Q does not contribute in the energy estimate:

(QU,U,)U) = 0; (7.1.0.14)

e There exists a positive constant C' > 0, such that

(DU,U) > C(V,U,V,U); (7.1.0.15)

e A and D are commutable, i.e.,

AD =DA; (7.1.0.16)



e The averaged quadratic term Q is commutable with A4 in the following sense
Q(e*AU, AU = e*4Q(U, U). (7.1.0.17)

Based on the above properties, we proved in Chapter 3 the global existence of weak

solutions:

Theorem 17: For any initial data U™ € L*(dx), there exists at least one weak so-
lution U, € C([0,00); w-L?(dx)) N L*([0,00); H'(dz)) to (7.1.0.11) in the sense of

Leray.

The averaged equation (7.1.0.11) has more structures. If we denote by II and II+
the orthogonal projection onto Null(A) and Null(.A)+:

2 D
B3P — Drade

11U, = Pu, (7.1.0.18)

2 D
—Diale T prade
and

55 (pe +0.)

v, = Qu, (7.1.0.19)

55 (pe +0.)

If we project the averaged equation (7.1.0.11) onto slow mode Null(.A), we will have
formally I1U, — U, where U satisfies the Navier-Stokes system for the incompressible

flow with the initial data IIU™, the projection of U™ onto Null(A):
ou—+u-Vuu+ Vep = uldu,
00 +u-Vy=rA0, (7.1.0.20)
p+0=0, V,-u=0,
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with initial data

u(0,7) = Pu™,
(7.1.0.21)
0(0,2) = — 2™ + 207

t
If we define V, = eEAHLUe, then formally V. — V| where V satisfies the averaged

equation on the fast mode Null(A)+ with initial data TT+U™:
oV +9Q(V,V)=DV,

D (" +0") (7.1.0.22)
V(0,z) = Qun
Dz (™ +0™)
The above averaged equation has better regularity in the existence interval of the
incompressible Navier-Stokes system. More importantly, it is a strictly parabolic
system, so if the initial data vanish, i.e the initial data satisfies the incompressibility
and Boussinesq relations, the solutions will vanish in the later time. This case
has been considered in previous works done by Bardos-Golse-levermore [8], Golse-
Levermore [29], and Golse-Saint-Raymond [34].

Before we state our work for the general initial data, let us review the pre-
vious work in this direction. In [52], [53], P.-L. Lions and Masmoudi applied the
relative entropy method in justification of the Euler limit under some compactness
assumption on the remainder of the fluctuation of the number density. In [66],
Saint-Raymond applied the “Flat-Sharp” decomposition used in [32] to derive Eu-
ler limit. All of these work were done for the well-prepared initial data. In [31],
Golse, Saint-Rayond and Levermore used the relative entropy method to formally

derive incompressible Navier-Stokes limit. They still considered the well-prepared
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initial data. Their relative entropy was constructed from solutions to the target
incompressible Navier-Stokes equations. More precisely, they showed the following
