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Recent observations in Chesapeake Bay showed that the interaction between lateral 

circulation and channel-shoal bathymetry generated internal lee waves which subsequently 

propagated onto shallow shoals and evolved into internal solitary waves, leading to overturning 

and enhanced turbulent mixing. However, it is unknown under what hydrodynamic conditions 

the lee waves could be generated and how the nonlinear internal waves evolved. Using an 

idealized straight channel representative of a coastal plain estuary, we conducted numerical 

simulations to investigate internal wave generation over a range of river flows and tidal 

amplitudes. The model results are summarized using the estuarine classification diagram based 

on the freshwater Froude number Fr f and the mixing parameter M. ȹh decreases with increasing 

Fr f as stronger stratification suppresses waves, and no internal waves are generated under large 

Fr f. ȹh initially increases with increasing M as the lateral flows become stronger with stronger 

tidal currents, but decreases or saturates to a certain amplitude as M further increases. This 

regime diagram suggests that internal lee waves can be generated in a wide range of estuarine 



  

conditions. To examine the nonlinear evolution of internal waves, a three-dimensional 

nonhydrostatic model with nested model domains and increasing grid resolution was configured. 

The lee wave steepens into a shorter elevation wave due to shoaling and soon evolves into a 

depression with a train of undular waves at its tail as bottom boundary mixing elevates the 

halocline above the mid-depth. These nonlinear internal waves enhance the turbulent dissipation 

rate over the deep channel and shallow shoal, suggesting an important energy source for mixing 

in stratified coastal plain estuaries. In addition, a pH sensor deployed at the middle reach of 

Chesapeake Bay recorded high-frequency variability in bottom pH driven by along-channel 

winds. Though wind-driven lateral circulation can advect high pH water downward, the slow air-

sea exchange of CO2 limits the lateral ventilation. With DIC and TA budget analysis and 

comparison with cross-sections at upper- and lower-Bay where strong lateral circulation was 

confined in the surface layer, we found vertical mixing and replenishment of oceanic water by 

longitudinal advection could be more important mechanisms to ventilate bottom pH.  
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Nonlinear internal waves are widely observed in the stratified coastal ocean and play an 

important role in generating turbulent mixing and transporting biochemically important materials. 

The conversion of barotropic tidal energy to internal waves is now generally accepted as a major 

source for mixing in the ocean (Munk and Wunsch 1998). However, in shallow coastal plain 

estuaries, turbulence has been mostly attributed to boundary layer turbulence (Geyer and 

MacCready 2014) and internal waves have not attracted much attention (Wang 2006). This 

introduction chapter reviews the basic concepts of internal waves and current research advances 

on internal waves in shallow estuaries as well as drivers of short-term variability of pH in coastal 

ocean, and proposes the motivation and objectives of this dissertation.  

 

1.1 Generation of internal lee wave in estuaries 

Internal lee waves are waves forced by flow over an obstacle (e.g., a mountain range in the 

atmosphere, sea floor topography in the ocean) in a stably stratified fluid. They are observed in 

the lee (i.e., downstream) of the topography, hence the name ñlee wavesò (Legg 2021). In the 

ocean, internal lee waves generated by flows over rough topography can extract energy from the 

mean flows and produce turbulent mixing when they break (MacKinnon et al. 2017). Therefore, 

lee waves play an important role in the global energy budget and mixing tracers across density 

interfaces in the stratified ocean interior (Nikurashin and Ferrari 2011; Melet et al. 2014). 

 

In the atmosphere and deep ocean, forcings such as large-scale jets are slowly varying and 

regarded as steady flows. The generation of internal lee wave by steady flow is mainly controlled 

by the lee wave Froude number Nh/U, where N is buoyancy frequency (N
2
 represents 

stratification), h is topographic height, and U is flow velocity (Legg 2021). When Nh/U << 1, lee 



3 

 

waves are linear with upward energy flux. When Nh/U > 1, the mean flow is not energetic 

enough to move fluid parcels over the topography and blocking will occur on the upstream side 

of the topography. The generated wave amplitude and wavelength at the lee side of the 

topography will be reduced due to blocking. Meanwhile, a hydraulic jump could form 

downstream with strong mixing (Winters 2016).  

 

In addition to steady geostrophic flow, lee waves can also be generated by oscillating tidal 

flow in coastal regions and submarine ocean ridges. The tidal flow given by U = U0cos(ɤt) can 

excite both internal waves at the tidal forcing frequency ɤ (internal tides) and transient internal 

lee waves at frequency of Uk where k = 2 /́L and L is the horizontal length scale of the obstacle 

(Bell 1975; Nakamura et al. 2000). For U0k/ɤ << 1, the generated internal waves are dominant 

by internal tides, whereas lee waves will dominate if U0k/ɤ >> 1 (Garrett and Kunze 2007; 

Mohri et al. 2010). The control of lee wave Froude number Nh/U0 is also applicable in the 

oscillating condition. Observations at the Knight Inlet revealed a rich variety of internal lee wave 

structures under different stratification and tidal conditions, including mode-1 wave, mode-2 

wave, and hydraulic jump (Farmer and Smith 1980). Further observations indicate tidally driven 

hydraulic jumps are locations of enhanced mixing (Klymak and Gregg 2003; Klymak et al. 2008; 

Legg and Klymak 2008). 

 

Despite lack of much attention, several previous observations did find internal lee waves in 

shallow estuaries. Early measurements in the partially mixed Rotterdam Waterway estuary 

observed internal lee waves trapped over undular bottom topography (Pietrzak et al. 1991). 

Surveys in Tamar Estuary also found an internal lee wave generated by tidal flow over a bed 
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depression and the distortion of the thermocline by the internal lee wave was thought to enhance 

the local vertical mixing (Sturley and Dyer 1992). Later observations in Hudson River directly 

observed enhanced turbulent dissipation rates as well as internal lee waves above a trench (Peters 

1999). However, Peters (1999) thought the enhancement was not large enough to significantly 

affect spatial averages in mixing over the larger surroundings. In contrast, using an idealized 

model with estuarine stratification and water depth, Wang (2006) argued tidal flow-topography 

interaction could be an important energy source for halocline mixing in partially mixed estuaries. 

Different from former along-channel observations, recent high-resolution CTD surveys across a 

cross-channel section in Chesapeake Bay captured an internal lee wave over the edge of the deep 

channel, suggesting lateral circulation interacting with channel-shoal bathymetry could also 

generate lee waves (Xie et al. 2017b). In the following study, Xie and Li (2019) used a realistic 

model of Chesapeake Bay to reproduce the internal lee waves observed during the field 

experiment. However, it remains unknown what river flow and tidal current conditions are 

conducive to the internal lee wave generation and whether the mechanism is applicable to a 

generic coastal plain estuary. 

 

Former studies on lee wave generation in the ocean focused on the interaction between flow 

and sill, whereas valley-like topographies are also common in estuaries. Experiments suggested 

the behavior of flow interacting with a valley could be different from a sill. If the valley is filled 

with stagnant heavy fluid, as flow moves downstream, the isopycnals in the valley will tilt 

upward in the downstream direction, generating a baroclinic forcing to oppose the downstream 

movement (Baines 1995). Similar phenomena have been observed and simulated in the 

atmosphere that wind flows go directly across a stratified valley or crater with stagnant valley-
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flows decoupled from the flows aloft (Holden et al. 2000; Lehner et al. 2016; Rotunno and 

Lehner 2016). However, as oceanic scenario differs strongly from these atmospheric studies, 

how tidally driven flow interacts with valley-like deep channel is unknown. 

 

1.2 Generation and evolution of internal solitary wave 

Internal solitary waves are hump-shaped nonlinear and nonhydrostatic gravity waves that 

propagate horizontally along pycnocline in the stratified ocean (Bourgault et al. 2016). Despite 

the name ñsolitaryò, they are usually composed of several oscillations confined to a limited 

region of space as a wave packet (or wave train). Different from lee waves that do not propagate 

far away from their generation sites, internal solitary waves can even propagate hundreds of 

kilometers in the coastal oceans and marginal seas. They play an important role in generating 

turbulent mixing, modulating short-term variability of nearshore ecosystem, and transporting 

sediment and biochemical materials (Lamb 2014; Woodson 2018; Boegman and Stastna 2019). 

 

A few of observations also recorded internal solitary waves in shallow estuaries. Echo-

sounding surveys across a cross-section in a partial mixed estuary, Southampton Water, showed 

internal isopycnal oscillations with a wave period of 4 - 8 min and wavelength of 60 ï 120 m 

(Dyer 1982). Observations in Tees estuary also captured propagating internal solitary waves as 

well as intense mixing (New et al. 1986; New et al. 1987). High-frequency measurements in a 

salt wedge estuary, Fraser Estuary, revealed small-scale internal solitary waves and shear 

instabilities associated with mixing at the halocline (Geyer and Smith 1987). High-resolution 

echosounder-based surveys in Saint John River Estuary also found internal solitary waves with 

enhanced diapycnal mixing (Delpeche et al. 2010). Using moored current measurements, 
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Groeskamp et al. (2011) observed nonlinear internal solitary waves in the highly energetic 

Marsdiep channel. In Chesapeake Bay, early observations using thermistor chain showed high-

frequency internal waves with large isotherm displacements (Sarabun and Dubbel 1990). Later 

observations found high-frequency variability of dissolved oxygen and salinity, which was 

thought to be associated with internal solitary waves (Sanford et al. 1990). Recent observation 

found internal solitary waves on the shallow shoal with energy dissipation rate in the pycnocline 

reaching 1×10
-4

 m
2
 s

-3
 during the passage, three orders of magnitude larger than the background 

value (Xie et al. 2017a; Xie et al. 2017b). In general, internal solitary waves have a wavelength 

of O(10) m and a period of O(1) min in shallow estuaries and are intermittent in time. They 

could affect mixing in the halocline and high-frequency variability of chemical tracers in 

estuaries, but are hard to be captured without a dedicated observational program and thus often 

overlooked. 

 

Multiple mechanisms have been proposed to interpret the generation of internal solitary 

waves in the coastal ocean. For example, supercritical tidal flow can generate a lee-wave 

depression on the lee side of a ridge which then propagates upstream and evolves into a train of 

internal solitary waves as the tidal flow slackens, which is known as the ñlee waveò mechanism 

(Maxworthy 1979). Another generation mechanism involves the disintegration of an upstream 

propagating internal hydraulic jump. For example, at an entrance to the Knight Inlet, superficial 

tidal flows were observed to generate an undular bore or internal hydraulic jump upstream of the 

sill crest. This jumplike structure subsequently propagates upstream and disperses into a packet 

of internal solitary waves (Cummins et al 2003; Cummins et al 2006). In addition to flow-

topography interaction, internal solitary waves can also originate from a river plume that flows 
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as a gravity current into the coastal ocean, generating horizontal flow convergence at the plume 

front and vertical displacement downward of near-surface waters (Nash and Moum 2005). In 

coastal plain estuaries, complex hydrodynamics and topography add to the difficulties in 

identifying the generation sites and mechanisms of the internal solitary waves and hypotheses for 

different cases are circumstantial. For example, the origin of the internal solitary waves in Geyer 

and Smith (1987) was though to correspond to a point of channel constriction. New and Dyer 

(1987) argued the lateral solitary waves in Southampton Water were generated by interaction of 

surface seiches with estuarine topography. Groeskamp et al. (2011) speculated the lateral solitary 

waves in Marsdiep channel originated from the lateral intrusion of freshwater plume. In 

Chesapeake Bay, Xie et al. (2017a) attributed internal solitary waves on the shoal to a wind-

driven gravity current, whereas Xie et al. (2017b) hypothesized internal solitary waves in another 

case were evolved from an internal lee wave generated by lateral circulation interacting with 

channel-shoal bathymetry. None of these hypotheses have been confirmed by either further 

observation or model simulation.  

 

Once internal solitary waves are generated, they will experience nonlinear evolution and 

dissipation during propagation due to the varying topography, currents, and stratification 

(Helfrich and Melville 2006). For example, in a two-layer system, when the density interface 

locates above the mid-depth, an internal solitary wave tends to exist as a depression wave 

(downward displacement), and contrarily as a wave of elevation (upward displacement) when the 

density interface is closer to the bottom (Scotti et al. 2008). The phenomenon that an internal 

solitary wave transforms from a depression in the deeper region to an elevation entering a 

shallower region has been widely observed in the coastal ocean (Klymak and Moum 2003; Scotti 
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and Pineda 2004; Bourgault et al. 2007). The shape of a nonlinear internal wave is affected by 

the balance between nonlinear steepening and dispersion (Lamb 2014). Shoaling internal solitary 

waves will break by strong overturning on a steep slope, whereas on a gentle slope shoaling 

solitary waves can fission into a train of much shorter waves or boluses propagating along the 

bottom (Vlasenko and Hutter 2002; Aghsaee et al. 2010; Sinnett et al. 2022). In coastal plain 

estuaries, stratification changes over a tidal cycle, which means wave evolution is not only 

subject to spatial variability but also temporal variability. How internal solitary waves evolve 

under such complicated estuarine environment is poorly understood. 

 

1.3 Drivers of short-term variability in coastal pH 

Ocean acidification (OA), a consequence of oceanic uptake of increasing anthropogenic CO2, 

is an important stressor on marine ecosystem. How acidification will affect marine organisms in 

coastal habitats is more difficult to predict as coastal carbonate chemistry is highly variable 

(Waldbusser and Salisbury 2014). Monitoring of pH at coastal habitats shows diurnal pH 

changes are much greater than the predicted pH decline in the open ocean within the next 100 

years (OôBoyle et al. 2013; Baumann and Smith 2018). Hofman et al. (2011) analyzed high-

resolution time series of surface pH over a variety of systems from coastal to coral reef and 

found diel pH fluctuations range from 0.1-1.4, depending on the local temperature, metabolism, 

and total alkalinity (TA). The range of the diurnal variability also varies seasonally with larger 

value in summer (Wootton et al. 2008; Baumann et al. 2015). Moreover, model predictions for a 

seagrass habitat showed increasing anthropogenic carbon would reduce the system ability to 

buffer natural extremes in pH, leading to amplification of extremely low pH events in future 
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(Pacella et al. 2018). Those extreme events in pH have been recognized as an important stressor 

on marine organisms such as bivalves (Hauri et al. 2013; Harris et al. 2013). 

 

The diurnal variability of pH is mostly attributed to the diel pattern in photosynthesis and 

respiration: pH increases as photosynthesis takes up CO2 over the day, and then declines as 

respiration replenish CO2 during the night (Wootton et al. 2008; Hofman et al. 2011; OôBoyle et 

al. 2013; Saderne et al. 2013; Baumann et al. 2015; Akhand et al. 2016; Baumann and Smith 

2018; Pacella et al. 2018). Reum et al. (2014) argued diel vertical migrators whose movement 

can perturb stratified water could be another driver in fjord estuaries as they live in the deep 

water during the day and migrate to the near-surface water at night. In addition to biological 

drivers, physical processes can also drive the short-term variability in pH and pCO2. As oceanic 

water typically has a lower DIC/TA ratio than riverine water, tidal advection in estuaries can 

drive pH variability at semi-diurnal or diurnal frequency with high pH, low pCO2 during flood 

tides and low pH, high pCO2 during ebb tides (Ribas-Ribas et al. 2013; Akhand et al. 2016; 

McCutcheon et al. 2021; Sims et al. 2022). Baumann et al. (2015) noticed the overlapping of 

tidally driven variability and diel metabolism cycle can lead to extreme pH values in a tidal salt 

marsh. Besides, Dai et al. (2009) found temperature was the major driver of the diurnal 

variability in surface pCO2 in the oligotrophic regions in the South China Sea. Another 

observation in the northern South China Sea argued internal waves generated by tidal currents 

interacting with bottom topography could be another driver, as they can transport nutrient-replete 

subsurface water into the euphotic zone, stimulating phytoplankton production and lowering 

surface pCO2 (Tai et al. 2020). Moreover, observations at a urbanized estuary, Hudson River, 

found land sea temperature gradients built up on warm days could drive sea breezes and diurnal 
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wind cycles, which enhanced surface turbulent mixing and pCO2 by a factor of 10ï100 in the 

mid-afternoon of a day (Orton et al. 2010). In a longer event time scale (days to weeks), wind-

driven upwelling can transport high nutrient and low pH water from the bottom to the surface in 

the coastal region (DeGrandpre et al. 1998; Gago et al. 2003; Saderne et al. 2013). Whether the 

upwelling would elevate or lower surface pH depends on the competition between flow 

advection and enhanced primary production (Cheresh and Fiechter 2020). Extreme heat events or 

marine heatwaves could also lead to low pH events of several days to weeks at estuarine habitats 

(Tassone et al. 2022). In addition, observations in the turbid Hudson River suggested strong 

spring-neap tidal cycle could drive a fortnight variability of surface pCO2 with high value during 

the spring tide and low value during the neap tide (Scully et al. 2022). 

 

Previous studies on short-term variability of pH focused on surface pH or shallow well-

mixed coastal water. In many stratified estuaries with high turbidity, primary production is 

confined in the surface layer and net respiration prevails in the bottom layer, so no diel metabolic 

cycle exists in the bottom water (Carstensen et al. 2003; Testa et al. 2012). It raises a question 

whether high-frequency variability of pH also exists in the bottom water and what drivers should 

be responsible for the variability. Chesapeake Bay, as a large partially stratified estuary with 

relatively low buffer capacity (Cai et al., 2017), is an ideal study site to address the question. 

Recent observations in Chesapeake Bay found pH and surface pCO2 to have large spatial 

gradients. The pH ranges from a minimum value of 7.1 in the upper Bay and the bottom waters 

of the mid Bay to a maximum value as high as 8.5 at in the surface waters of in the mid and 

lower Bay (Brodeur et al., 2019). pCO2 also displays a strong along-channel gradient from the 

estuaryôs head to mouth, resulting in outgassing in the upper Bay, sink of atmospheric CO2 in the 
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mid Bay, and near-equilibrium conditions in the lower Bay (Chen et al. 2020; Friedman et al. 

2020). Due to stratification and biological processes that consume DIC in the surface euphotic 

layer and produce DIC in the bottom layer, strong vertical gradients in DIC and pH develops 

(Cai et al., 2011, 2017). These strong horizontal and vertical gradients make the carbonate 

system susceptible to disruptions from physical forcing. Observations from a moored sensor 

showed high frequency (days-weeks) fluctuations of surface pH and pCO2 driven by a 

combination of physical and biological processes (Shadwick et al. 2019). However, the single 

sensor cannot identify which physical processes are responsible for the variability. Another 

measurement of pCO2 and salinity at a cross-channel transect in the mid Bay showed wind could 

drive lateral variations in surface pCO2 (Huang et al. 2019). Coupled hydrodynamic-

biogeochemical-carbonate chemistry models (ROMS-RCA-CC) have been developed for 

Chesapeake Bay (Shen et al. 2019). A hindcast simulation suggested wind-driven lateral 

upwelling could transport low pH water from the deep channel to the shallow shoal, harming the 

oyster habitats (Li et al. 2020). These studies all focused on surface pH and pCO2 and the short-

term variability of bottom pH in the deep channel remain unclear. In addition, wind-driven 

lateral exchange of oxygen between well-oxygenated shallow shoals and hypoxic deep channel is 

thought to be an important mechanism for ventilation of bottom oxygen (Scully 2010, 2016). 

CO2 dynamics often mirror O2 dynamics, since the production and consumption of DIC and O2 

are affected by common biological processes and all chemical tracers are advected or diffused by 

the same physical processes. However, surface-water pCO2 adjusts more slowly than O2 and 

rarely reaches equilibrium with respect to the atmospheric pCO2 (Cai et al. 2021). Thus, whether 

the wind-driven lateral ventilation mechanism is applicable to bottom pH requires further 

examination. 
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1.4 Dissertation objectives and layout 

This dissertation mainly surrounds the internal wave generation mechanism proposed by Xie 

et al. (2017b), in which an internal lee wave is generated over the flank of the deep channel when 

tidally-driven lateral currents become supercritical and the lee wave subsequently propagates 

toward the shallow shoal, evolving into a train of solitary waves (shown as Fig. 1.1). Based on 

the unknowns mentioned in the sections above, the main objectives of this dissertation are to 

identify what river flow and tidal current conditions are conducive to the lee wave generation 

and how the lee wave evolves into the internal solitary waves in a generic coastal plain estuary. 

Another objective is to investigate the drivers of the short-term variability of bottom pH in 

Chesapeake Bay using observation data from a mooring sensor and coupled physical-

biochemical models. 

 

Figure 1.1 A schematic diagram illustrating the generation of internal solitary waves by 

lateral circulation adapted from Xie et al. (2019). Here, Fr2 is the Froude number with respect to 

mode-2 wave speed. When Fr2 Ó 1, supercritical lateral flows generate a mode-2 lee wave at the 

edge of the deep channel (a). When Fr2 < 1 as lateral flows weaken, the lee wave propagates 

onto the shoal, evolving into a mode-1 elevation wave (b). The elevation wave subsequently 

evolves into a train of internal solitary waves (c). 

 

The dissertation is organized as follows. Chapter 2 investigates under what river flow and 

tidal current conditions the internal lee waves could be generated by lateral circulation in a 

generic coastal plain estuary. Chapter 3 interprets the generation and evolution processes of 

internal solitary waves associated with lateral processes. In chapter 4, short-term variability and 

ventilation of bottom pH in Chesapeake Bay is studied by observation and model simulation. 
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The final chapter summarizes the overall findings and suggests the future work to improve the 

knowledge on nonlinear internal waves and short-term variability of pH in estuaries. 
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Chapter 2: A Regime Diagram for Internal Lee Waves in Coastal 

Plain Estuaries 
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2.1 Abstract 

Recent observations in Chesapeake Bay showed that the interaction between lateral 

circulation and channel-shoal bathymetry generated internal lee waves, but it is not known under 

what hydrodynamic conditions the lee waves could be generated. Using an idealized straight 

channel representative of a coastal plain estuary, we conducted numerical simulations to 

investigate internal wave generation over a range of river flows and tidal amplitudes. It is shown 

that the lee waves can be generated across all salinity regimes in an estuary. Since the lateral 

currents are relatively weak and usually subcritical with respect to the lowest mode, mode-2 lee 

waves are most prevalent but a hydraulic jump can develop during the transition to subcritical 

flows in the deep channel, producing high energy dissipation rate and strong mixing. Unlike 

stratified flows over a sill, stratified water in the deep channel may become stagnant and 

uncoupled from the flows above such that a mode-1 depression wave can form higher up in the 

water column. With the lee wave Froude number well above 1 and the intrinsic wave frequency 

between the inertial and buoyancy frequency, the lee waves generated in coastal plain estuaries 

are nonlinear lee waves with the wave amplitude scaling approximately with ὠȾὔ where V is the 

maximum lateral flow velocity and ὔ is the averaged buoyancy frequency in the deep channel. 

The model results are summarized using the estuarine classification diagram based on the 

freshwater Froude number Frf and the mixing parameter M. ȹh decreases with increasing Frf as 

stronger stratification suppresses waves, and no internal waves are generated under large Frf. ȹh 

initially increases with increasing M as the lateral flows become stronger with stronger tidal 

currents, but decreases or saturates to a certain amplitude as M further increases. This modeling 

study suggests that internal lee waves can be generated in a wide range of estuarine conditions. 
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2.2 Introduction 

Nonlinear internal waves are widely observed in the stratified coastal ocean and play an 

important role in generating turbulent mixing and transporting biochemically important materials. 

The conversion of barotropic tidal energy to internal waves is now generally accepted as a major 

source for mixing in the ocean (Munk and Wunsch 1998). In contrast, internal waves in estuaries 

have not attracted much attention (Wang 2006), except for flows over sills at the entrance to deep 

fjords (e.g. Farmer and Armi 1999; Cummins et al. 2003; Gregg and Pratt 2010) and in deep 

estuaries (e.g. Bourgault and Kelley 2003; Bourgault et al. 2007; Richards et al. 2013). In 

shallow coastal plain estuaries, turbulence has been mostly attributed to boundary layer 

turbulence (Geyer and MacCready 2014). Dissipation by bottom friction is assumed to be the 

dominant sink for the barotropic tidal energy, and most studies have focused on the bottom 

dissipation. 

 

Several previous observations however did find internal waves in coastal plain estuaries. 

Echo-sounding surveys across a cross-section in a partial mixed estuary, Southampton Water, 

showed internal isopycnal oscillations with a wave period of 4 - 8 min (Dyer 1982). Using 

moored current measurements, Groeskamp et al. (2011) observed nonlinear internal solitary 

waves in the highly energetic Marsdiep channel. In Chesapeake Bay, early observations using 

thermistor chain showed high-frequency internal waves with large isotherm displacements 

(Sarabun and Dubbel 1990). Recent observation found that energy dissipation rate Ů in the 

pycnocline reached 1Ĭ10
-4
 m
2
 s

-3
 during the passage of internal solitary waves, three orders of 

magnitude larger than the background value (Xie et al. 2017a). Strong mixing has also been 

associated with the passage of internal waves in other estuaries (New et al. 1986, Sturley and 
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Dyer 1992). For example, internal waves generated by tidal flow over a trench in the Hudson 

River estuary produced enhanced turbulent dissipation above the trench (Peters 1999). These 

observations suggest that internal waves can be another pathway to turbulent mixing in the 

stratified estuaries, but mechanisms for internal wave generation are not yet well understood. 

Neither is it known how prevalent internal waves are in coastal plain estuaries. 

 

Based on high resolution temperature and velocity measurements at a mid-bay section of 

Chesapeake Bay, Xie et al. (2017b) proposed a mechanism in which an internal lee wave is 

generated over the flank of the deep channel when tidally-driven lateral currents become 

supercritical and the lee wave subsequently propagates toward the shallow shoal, evolving into a 

train of solitary waves. To test the first part of this hypothesis, Xie and Li (2019) used a realistic 

model of Chesapeake Bay to simulate the internal lee waves observed during the field 

experiment and confirmed the mechanism of lee wave generation by the lateral currents. 

However, this study did not identify hydrodynamic conditions at which the stratified lateral 

flows are conducive to generating the internal lee waves. It remains unknown under what river 

flow and tidal current conditions that the internal lee waves could be generated in a generic 

coastal plain estuary. 

 

Observations at the Knight Inlet revealed a rich variety of internal lee wave and hydraulic 

jump structures under different river flow and tidal conditions (Farmer and Smith 1980). Under 

typical summer conditions the tidal flow is subcritical with respect to the lowest mode but 

supercritical with respect to higher modes, resulting a mode-2 lee wave or jump. When tidal 

flows become supercritical with respect to all modes, however, the transition from subcritical 
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upstream flow to an accelerating supercritical downslope flow generates an internal hydraulic 

jump (Farmer and Armi 1999). Flow interactions with a topographic depression such as the deep 

channel in a coastal plain estuary could be different from flow interactions with a sill. Previous 

modeling studies of atmospheric flows over a valley showed flow structures such as valley-flow 

stagnation, lee waves, internal wave breaking, and hydraulic jumps, which are quite different 

from flows over a hill (Rotunno and Lehner 2016, Lehner et al. 2016). Therefore, modeling 

studies are needed to document possible range of internal wave and flow structures that might be 

produced by the interaction between the lateral flows and the valley in the deep channel. 

Moreover, coastal plain estuaries are much shallower than fjords and costal oceans such that 

bottom friction and turbulent mixing generated in the bottom boundary layer could affect the 

generation of the internal lee waves.  

 

In this study an idealized straight estuarine model with channel-shoal bathymetry is used to 

examine the generation of internal lee waves under a range of river flows and tidal forcing 

conditions. The paper is structured as follows. In section 2.3, the model configuration and 

numerical experiments are described as well as the nondimensional parameter relevant to internal 

lee wave generation. Section 2.4 presents a detailed analysis of processes and features of the 

lateral wave generation in a coastal plain estuary. In section 2.5 we explore lee waves over a 

range of river flows and tidal forcing conditions and interpret the wave generation in terms of 

internal hydraulics. The model results are summarized in a regime diagram in section 2.6. 

Concluding remarks are made in section 2.7. 

 

2.3 Methods 
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2.3.1 Model descriptions and numerical experiments 

The Regional Ocean Modeling System (ROMS) is used to configure a model for the 

idealized straight estuarine channel. The model domain is an estuaryïshelf system (Fig. 2.1a), 

following Hetland and Geyer (2004), Cheng et al. (2010, 2011) and Li et al. (2014). The estuary 

part of the model domain is a straight channel and does not have slope in the along-channel 

direction. The channel is 750 km long to damp out tides before they reach the upstream boundary 

and the width of the channel is set at 8 km. The cross-channel section has a channel-shoal 

bathymetry consisting of a triangular deep channel in the center and two flat shoals on each side 

(Fig. 2.1b). The shoal is 10 m deep (D = 10 m). The relative depth (H) of the deep channel is 10 

m and the width (L) is 2 km. The continental shelf is 80 km wide and has a fixed cross-shelf 

slope of 0.05%. The total model domain has 240 grid cells in the eastïwest direction, 79 grid 

cells in the northïsouth direction, and 20 layers in the vertical direction. The estuarine channel 

has 200 grid cells in the along-channel direction and 41 grid cells in the cross-channel direction. 

The along-channel grid size increases exponentially from the estuary mouth (100 m) to its head 

(12 km), providing a highly resolved estuarine region near the mouth. In the numerical 

experiments conducted, the estuary length (L1), defined as the distance from the estuary mouth to 

the upstream location where the vertically averaged salinity is 1 psu, is less than 300 km. The 

cross-channel grid in the estuary is uniformly distributed and the vertical layers are uniformly 

discretized. 
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Figure 2.1 (a) Schematic of the numerical model domain consisting of a straight estuarine 

channel and a shelf. (b) Cross-channel section featuring a triangular-shaped deep channel and flat 

shallow shoals. The black dashed lines mark the location of site A, site B and site C (shown in 

Fig. 2.3) respectively. 

 

The model is forced by tides at the offshore (eastern) open boundary and by river flow at the 

upstream (western) end of the estuarine channel. At the upstream boundary, a momentum 

boundary condition is imposed on the depth-averaged velocity. The inflowing river water is 

prescribed to have zero salinity. To simplify time series analysis, we impose a semidiurnal tide 

with the period of 12 h. The salinity of the coastal ocean is set at 35 psu. The open-ocean 

boundary is treated with a Chapman condition for surface elevation, a Flather condition for 

barotropic velocity, and an Orlanski-type radiation condition for baroclinic velocity and scalars 

(Marchesiello et al. 2001). A quadratic stress is exerted at the seabed, assuming that the bottom 

boundary layer is logarithmic with a roughness height of 0.5 mm. The Coriolis parameter is set at 

1.0Ĭ10
-4
 rad s

-1
. 

 

The vertical eddy viscosity and diffusivity are computed using the k-kl turbulence closure 

scheme (Warner et al. 2005) with the background diffusivity and viscosity set at 1Ĭ10
-5
 m
2
 s

-1
.  In 
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this closure scheme, the turbulent kinetic energy k and turbulent length scale l are calculated by 

solving two prognostic equations for k and kl. The eddy viscosity KV and eddy diffusivity KS are 

then given by 

ὑ ЍςὯὰὛ ,  ὑ ЍςὯὰὛ ,                                          ςȢρ 

where ɔ and ɔS are the background eddy viscosity and diffusivity. SM and SN are stability 

functions that describe the effects of shear and stratification (Kantha and Clayson, 1994). The 

energy dissipation rate is calculated using  

ʀ ὧ Ὧὰ ,                                                                       ςȢς 

where ὧ πȢυυττȢ We also conducted model runs using the k-Ů and k-ɤ turbulence closure 

schemes and found almost identical results.  

 

The model was initialized with no flow, a flat sea surface, and a uniform salinity of 35 psu. 

To simplify, temperature is uniform everywhere and does not change with time. Using a tidal 

amplitude (ɖt) of 1.1 m and a sectionally averaged river flow (Ur) of 0.03 ms
-1
, the model was 

run for 360 days to reach a quasi-steady state. The salinity distribution from this run was then 

used as the initial salinity condition in each of the following numerical experiments. Results 

obtained at the quasi steady state, during which tidally averaged circulation and stratification did 

not change with time (after 120 or so more days of integration), were used for the analysis. 

 

A total of 24 model runs were conducted over a range of river discharges and tidal 

amplitudes to investigate the generation of internal lee waves by lateral circulation in the 

idealized estuary (Table 2.1).  
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Run ɖ
t M U

r Fr
f L

1 Fr
2max

 ὔ       ὔὌȾὠ  Vk 

1 0.5 0.30 0.005 0.0029 371 1.10 0.033 3.12 2.9Ĭ10
-4

 

2 0.5 0.30 0.01 0.0058 310 0.68 0.048 5.68 2.0Ĭ10
-4

 

3 0.5 0.29 0.03 0.017 211 0.57 0.080 10.88 1.9Ĭ10
-4

 

4 0.5 0.26 0.05 0.029 184 0.46 0.092 15.10 1.6Ĭ10
-4

 

5 0.5 0.25 0.07 0.041 171 0.42 0.11 18.40 1.6Ĭ10
-4

 

6 0.6 0.39 0.005 0.0029 334 1.29 0.036 2.61 3.5Ĭ10
-4

 

7 0.6 0.41 0.01 0.0058 280 1.15 0.039 3.22 3.3Ĭ10
-4

 

8 0.6 0.38 0.03 0.017 191 1.00 0.071 5.48 3.6Ĭ10
-4

 

9 0.6 0.36 0.05 0.029 157 0.82 0.093 7.96 3.0Ĭ10
-4

 

10 0.6 0.37 0.07 0.041 144 0.79 0.10 8.78 3.1Ĭ10
-4

 

11 0.8 0.62 0.005 0.0029 307 1.60 0.022 1.88 4.1Ĭ10
-4

 

12 0.8 0.61 0.01 0.0058 249 1.50 0.032 2.21 4.6Ĭ10
-4

 

13 0.8 0.61 0.03 0.017 147 1.38 0.051 2.75 5.6Ĭ10
-4

 

14 0.8 0.67 0.05 0.029 119 1.37 0.067 3.26 5.8Ĭ10
-4

 

15 0.8 0.72 0.07 0.041 106 1.31 0.086 4.01 5.7Ĭ10
-4

 

16 1.1 0.92 0.005 0.0029 188 1.32 0.035 3.41 2.4Ĭ10
-4

 

17 1.1 0.93 0.01 0.0058 163 1.46 0.033 2.06 4.4Ĭ10
-4

 

18 1.1 0.98 0.03 0.017 116 1.41 0.037 2.33 5.3Ĭ10
-4

 

19 1.1 1.27 0.05 0.029 81 1.60 0.072 3.09 6.1Ĭ10
-4

 

20 1.1 1.31 0.07 0.041 72 0.63 0.11 9.97 2.2Ĭ10
-4

 

21 1.3 1.27 0.01 0.0058 114 1.97 0.080 5.55 3.4Ĭ10
-4

 

22 1.3 1.54 0.03 0.017 80 2.24 0.10 9.83 3.0Ĭ10
-4

 

23 1.3 1.45 0.05 0.029 76 1.30 0.086 4.84 3.4Ĭ10
-4

 

24 1.3 1.69 0.07 0.041 60 2.30 0.12 10.80 4.9Ĭ10
-4

 

Table 2.1 Summary of numerical experiments in which ɖt is the tidal amplitude (m) at the 

open boundary, M is the estuarine mixing number, Ur is the river flow velocity (m s
-1
), Frf is the 

freshwater Froude number, L1 is the salt intrusion length (km), Fr
2max
 is the maximum mode-2 

Froude number at the left channel-shoal interface of the mid-estuary cross-section, ὔ is the 

averaged buoyancy frequency over the deep channel of at the mid-estuary cross-section, ὔὌȾὠ 
is the topographic Froude number, and Vk is the intrinsic frequency for the lee waves. 
 

2.3.2 Froude number analysis 

To interpret the internal lee wave generation process, we calculated the Froude number 

i

i
c

v
Fr =                                                                     (2.3) 

where v is the depth-averaged lateral flow velocity in the lower layer (Xie et al., 2017) and ci is 
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the phase speed of the ith mode of internal waves. The phase speed ci is found by solving the 

following eigenvalue problem (Gill, 1982): 

0
2

2

2

2

=F+
F

)z(
c

)z(N

dz

)z(d

i

̆                                               (2.4) 

with the boundary conditions ū(0) = ū(-h) = 0 where ū(z) is the modal function of the vertical 

velocity, h is the water depth and N(z) is the buoyancy frequency. The Froude number has been 

widely used in previous studies of internal lee waves by flow-topography interaction (e.g. 

Vlasenko et al. 2013; da Silva et al. 2015).  

 

A mode-1 lee wave can develop when Fr1 > 1 and typically features a depression or elevation 

in isopycnals. A mode-2 lee wave can develop when Fr2 > 1 and typically features a bulge in 

isopycnals. An internal hydraulic jump involves an abrupt isopycnal lift during a transition from 

supercritical to subcritical flows.  

 

2.4 Lateral wave generation 

2.4.1 Generation and propagation of internal lee waves 

We first present a detailed case study of wave generation by lateral circulation in the 

estuarine channel, with the tidal amplitude ɖt = 0.8 m and river flow Ur = 0.03 m s
-1
 (run 13 in 

Table 2.1). The estuary length (L1), as defined by the location of vertically averaged 1 psu 

isohaline in the along channel section, is 147 km. The mid-estuary cross-section at L1/2 is chosen 

to investigate the wave generation process. Figure 2.2a shows the time series of sectionally 

averaged along-channel tidal velocity and depth-averaged lateral flow velocity in the bottom 

layer. There is a phase lag of 2-3 hours between the lateral velocity and along-channel velocity. 
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The lateral flows at the left channel-shoal interface reach a peak speed of 0.18 m s
-1
 during the 

ebb tide. 

 

Snapshots of lateral circulation and salinity distribution at the mid-estuary cross-section are 

shown in Fig. 2.2. A counter-clockwise lateral circulation (looking into the estuary) develops 

during the ebb tide (Figs. 2.2b-d). At the maximum ebb tide T1, no isohaline displacements 

appear over the deep channel and Fr2 < 1 (Figs. 2.2b & 2.2e). At T2, wave perturbation of small 

amplitude starts to be generated over the left edge of the deep channel as the lateral flows (v) 

become critical at the left channel-shoal interface (Figs. 2.2c & 2.2f). When the bottom lateral 

flows become supercritical at T3, a large-amplitude internal wave with a characteristic mode-2 

bulge structure appears at this location and is arrested (Figs. 2.2d & 2.2g). Subsequently, the ebb 

tide subsides and the lateral currents weaken. At T4 when the lateral flows become subcritical 

(Fig. 2.2k), the lee wave propagates upward and onto the left shoal while its amplitude decreases 

(Fig. 2.2h). Meanwhile, the trailing edge of the wave steepens and an internal wave reminiscent 

of a mode-1 elevation wave is formed at the rear of the wave, possibly due to second-order 

nonlinear processes which become important as the depression enters shallower water (Lamb 

1994). At T5, the tidal flow switches to the flood phase and strong mixing on over the left shoal 

destroys the wave depression (Fig. 2.2i). At the late flood tide T6, the wave completely 

disappears (Fig. 2.2j).  
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Figure 2.2 (a) Time series of sectionally averaged tidal velocity and depth-averaged lateral 

velocity in the bottom layer for run 13 with ɖt = 0.8 m and Ur = 0.03 m/s. Vertical lines indicate 

the timing of the six cross-channel snapshots shown below. The grey shaded region represents 

flood tide and the yellow shaded region represents ebb tide. (b)-(d), (h)-(j) Distributions of 

salinity (contours), velocity vectors (arrows), and dissipation rate (background color) at the mid-

estuary cross-section at times T1-T6 marked in (a). Contour intervals are at 1 psu increments. 

(e)-(g), (k)-(m) Cross-channel distribution of Froude number Fr1 and Fr2 at T1-T6. The solid 

lines indicate rightward bottom flows and the dashed lines indicate leftward bottom flows. The 

vertical dashed lines in (b)-(m) mark the location of the channel-shoal interface. 
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The timeïdepth distributions of the vertical velocity (w) and salinity at three locations in the 

mid-estuary cross-section further illustrate the propagation and evolution of the internal lee wave 

(Fig. 2.3). Site A is on the left flank of the deep channel; site B is located at the left channel-shoal 

interface; and site C is farther left on the left flat shoal. The magenta isohaline contours in Fig. 

2.3a show a mode-2 wave at site A. The wave speed is ~ 0.13 m s
-1
 relative to the background 

flow, while the lateral flow velocity is up to 0.17 m s
-1
. Hence the wave is trapped at site A for 

about 1.5 hours due to opposing lateral currents. The trailing edge of the wave arrives at site A. 

From T7 to T8, the lateral velocity drops from 0.10 m s
-1
 to 0 and then switches its direction to -

0.04 m s
-1
, such that the background flow changes from resisting the leftward wave propagation 

to assisting it. It takes about 1 hour for the mode-2 wave to travel from site A to site B (400 m 

distance), at a mean speed of 0.11 m s
-1
 (Fig. 2.3b). The maximum w decreases from 1.3 mm s

-1
 

at site A to 0.8 mm s
-1
 at site B. It takes another hour for the wave to travel to site C further left 

on the shoal (Fig. 2.3c). The wave also propagates upward during this transit (compare Figs. 2.3b 

and 2.3c). The maximum value of w decreases to 0.3 mm s
-1
 at site C, which is almost one order 

of magnitude smaller than that at site A, signaling a significant loss of the wave energy. 
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Figure 2.3 (a)-(c) Timeïdepth distributions of the salinity (contours) and vertical velocity 

(color) at sites A, B, and C in the mid-estuary cross-section (their locations marked in Fig. 1b). 

The magenta contours highlight the internal waves. 
 

Figures 2.2 and 2.3 show isohaline patterns reminiscent of mode-1 and mode-2 waves. To 

quantify the wave modal structure, a modal decomposition was performed for the vertical 

velocity at sites A and C. Contribution of each mode can be determined by solving a weighted 

least squares problem (Nash et al. 2005), 

ύᾀ ὡɮ ᾀ,                                                            ςȢυ 

where Wi is the ith modal amplitude of vertical velocity w, ūi(z) is the ith mode structure 

function and m is the number of modes attained from equation (4). At site A and T7, mode-2 

explains 45% of the total vertical velocity variance and mode-1 explains 12% (Fig. 2.4a), 

indicating a dominant mode-2 wave consistent with the bulge structure seen in the isohaline 

pattern (Fig 2.3a). At site C, the mode-1 structure explains 60% while mode-2 structure explains 

24% (Fig. 2.4b), indicating a predominant mode-1 wave consistent with the elevation wave 
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pattern seen in the isohaline (Fig 2.3c). Hence the lee waves shown in Fig. 2.3 are strictly a 

mixture of mode-1 and mode-2 waves but with one mode dominating. 

 

Figure 2.4 (a)-(c) The vertical structure of the vertical velocity normalized by its maximum 

value (blue), mode-1 structure function ū1(z) (green) and mode-2 structure function ū2(z) (red) 

at times T7 and T8 (marked in Fig. 2.3) and sites A and C respectively. 

 

In contrast to the ebb tide, no internal lee waves are generated during the flood tide. The 

strong bottom boundary mixing over the right shoal extends from the bottom almost to the 

surface (Figs. 2.2i & 2.2j). Despite the strong leftward bottom lateral flows across the right 

channel-shoal interface, stratification in the bottom water (below 5 m depth) over the right shoal 

is too weak (Fig. 2.2j) such that no stratified water is advected from the shoal to the deep 

channel. Consequently, the flood tide is not conducive to internal lee wave generation. Only one 

lee wave is generated over a flood-ebb tidal cycle. 

 

It is interesting to note that the internal lee wave leads to localized high energy dissipation 

rate in the stratified water over the deep channel (Figs. 2.2d-2.2h). At the slack tide T3, a pocket 

of relatively high Ů is found under the upper crest of the mode-2 wave while the bottom boundary 
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layers on the two shallow shoals nearly disappear (Figs. 2.2d). Similarly, a region of high energy 

dissipation with Ů ~ 3.2Ĭ10
-5
 m
2
 s

-3
 coincides with the steepening of isohalines at the left edge of 

the deep channel at T4 (Fig. 2.2h). Although these regions are considerably smaller the bottom 

boundary layers generated by tidal currents moving over the shallow shoals, the wave-induced 

turbulent dissipation enhances mixing in the stratified region in the estuary and could play an 

important role in the circulation dynamics.  

 

2.4.2 Along-channel variations in wave generation 

The analysis above focuses on the mid-estuary cross-section. To investigate the wave 

generation across different salinity regimes in the estuary, we first selected three cross-sections: a 

lower-estuary section (L1/4), mid-estuary section (L1/2) and upper-estuary section (3/4L1), 

respectively, and followed the evolutions of the lateral velocity and salinity fields over time (Fig. 

2.5). Internal waves appear at all the three sections, but the wave amplitude and timing of wave 

generation are different. At T9 when Fr2 = 1.2 at the lower-estuary section (Fig. 2.5a), an internal 

lee wave with an amplitude of 2.7 m is generated over the left edge of the deep channel at the 

lower-estuary (Fig. 2.5d), while the lateral flows at the mid-estuary and upper-estuary remain 

subcritical (Figs. 2.5b & 2.5c). Since the salinity field in the estuary changes over a tidal cycle, it 

is difficult to measure the internal wave amplitude by tracking the vertical isopycnal 

displacements (Martin et al. 2005). Instead we calculated the wave amplitude ȹh using the 

maximum depth difference of the lateral velocity maxima (see Fig. 2.5d for an illustration of this 

method), following the approach by Legg and Klymak (2008). When Fr2 at the mid-estuary 

becomes supercritical at T10 (Fig. 2.5b), an internal lee wave of 4.6 m is generated at the mid-

estuary (Fig. 2.5h). In the meantime, the internal lee wave generated at the lower-estuary section 
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propagates toward the shoal (Fig. 2.5g) and the lateral flows at the upper-estuary section 

approaches critical (Fig. 2.5c). At T11, an internal lee wave of 8.4 m is generated by the 

supercritical lateral flows at the upper-estuary section (Fig. 2.5l), while the internal lee waves at 

the lower-estuary and mid-estuary sections are propagating onto the shallow shoal (Figs. 2.5j & 

2.5k). 
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Figure 2.5 (a)-(c) Time series of sectionally averaged along-channel velocity (blue) and 

mode-2 Froude number Fr2 (red) at the left channel-shoal interface in the upper-, mid- and 

lower-estuary cross-sections (their locations marked in Fig. 2.8). (d)-(l) Snapshots of lateral 

velocity (color) and salinity distribution (contours) at these sections [here timing marked as the 

dotted black lines in (a)-(c)]. Contour intervals are at increments of 1.5 psu in (d), (g), and (j), 1 

psu in (e), (h), and (k), 0.5 psu in (f), (i), and (l). In (d) the two dashed lines mark the depths of 

the lateral velocity maxima and their distance is used to calculate the wave amplitude. 

 

Figure 2.5 shows that internal lee waves can be generated at different regions of the estuary 

across a range of salinity regimes (5 - 20 psu). To illustrate how the lee waves vary from the 
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mouth to the head of the estuary, we plot the along-channel distribution of the wave amplitude 

ȹh in Fig. 2.6. ȹh is about 3 m in the lower estuary (within ~ 45 km from the estuaryôs mouth), 

increases linearly to 6 m in the mid-estuary (45 - 90 km), and peaks around 8 m at 110 km before 

rolling off to 4 m in the upper estuary (Fig. 2.6a). This along-channel variation in the wave 

amplitude is consistent with an interpretation based on the maximum Froude number at the left 

channel-shoal interface during a tidal cycle (Fr2max). V decreases from the lower-estuary to the 

upper-estuary, which goes in an opposite direction to ȹh (Fig. 2.6b). However, the depth-

averaged stratification (N
2
) at the left channel-shoal interface decreases faster in the along-

channel direction, indicating that the wave amplitude depends on the competition between the 

lateral velocity and stratification. Fr2max increases gradually from the lower-estuary to the upper-

estuary before rolling off (Fig. 2.6c). Moreover, Fr2max exceeds 1 in most parts of the estuary, 

affirming that supercritical lateral flows are a pre-condition for the internal lee wave generation. 

In the most upstream region of the estuary (130-150 km), stratification is too weak to support the 

internal wave generation. In addition, the time when the lateral flows become critical (TFr2=1
), 

corresponding to the timing of the lee wave generation at different parts of the estuary (Fig. 

2.6d), can be fit as  

1012
+º=

gD

x
TFr ,                                                          (2.6) 

where x is the distance from the estuary mouth, g is the gravity acceleration and D is the shoal 

depth, as the tidal wave propagates upstream and produces lateral flows that interact with 

stratified water over topography to generate the internal lee wave. 
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Figure 2.6 Along channel distributions of (a) internal lee wave amplitude ȹh, (b) maximum 

bottom lateral velocity V and the depth-averaged stratification N
2
 when Fr2 reaching maximum 

at the left channel-shoal interface, (c) maximum mode-2 Froude number Fr2max, and (d) the 

timing of lateral flow reaching critical condition (4  = 1) after ebb slack at estuary mouth. The 

red dashed line in (d) indicates the function of +10. The black dashed lines mark the 

locations of upper-, mid- and lower-estuary cross-sections respectively. 

 

2.5 Internal lee wave generation under different hydrodynamic conditions 

Since the internal lee wave generation depends on the stratification and lateral current speed, 

we ran the model over a range of tidal amplitudes and river flows and identify the hydrodynamic 

conditions that might be conducive to the lee wave generation.  

 

2.5.1 Effects of river flow  

Figure 2.7 shows the results from 4 model runs with a fixed offshore tidal amplitude ɖt = 0.6 
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m but at different values of the river flow: Ur = 0.01, 0.03, 0.05 and 0.07 m s
-1
 (runs 7 - 10 in 

Table 1). These snapshots are taken at the time when Fr at the left channel-shoal interface 

reaches the maximum during the ebb tide and the isohaline displacement is nearly largest. At Ur 

= 0.01 m s
-1
, Fr2max=1.15 and ȹh is 4.4 m while the depth-averaged stratification (N

2
) is 3.2Ĭ10

-3
 

s
-2
 (Figs. 2.7a and 2.8a). At Ur = 0.03 m s

-1
, N
2
 increases to 5.3Ĭ10

-3
 s

-2
, Fr2max = 1.0 and ȹh 

decreases to 1.3 m (Fig. 2.7b). At higher river flows (Ur = 0.05, 0.07 m s
-1
), the estuary becomes 

highly stratified (N
2
 = 5.9Ĭ10

-3
, 6.3Ĭ10

-3
 s

-2
) and the lateral flow remains subcritical such that no 

significant perturbations of isohalines are seen over the left channel-shoal interface (Figs. 2.7c-

d). At a fixed tidal amplitude, both Fr2max and ȹh decrease as the river discharge increases. 

 

Figure 2.7 (a)-(d) Snapshots of cross-channel distributions of salinity (contours) and lateral 
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velocity (arrows) at the mid-estuary section in model runs with different river discharges but 

fixed tidal forcing (runs 7ï10). Contour interval is 0.5 psu in (a), and 1 psu in (b)-(d). The 

snapshots are taken at the time when Fr2 at the left channel-shoal interface reaches a maximum. 

 

The river flow affects the generation of internal lee wave mainly through its effects on 

stratification (Fig. 2.8). At a fixed tidal amplitude, the stratification increases with Ur: N
2
 at the 

channel-shoal interface in the mid-estuary section increases from 2.5 - 3 s
-2
 at Ur = 0.005 m s

-1
 to 

5.5 - 7 s
-2
 at Ur = 0.07 m s

-1
 (Fig. 2.8a). The internal wave phase speed ci depends on the 

stratification and also increases with Ur (Fig. 2.8b). The mode 2 wave phase speed, c2, increases 

from 0.08 m s
-1
 at low river discharge to 0.12 - 0.14 m s

-1
 at high river discharge. Therefore, it is 

harder for the lateral flow to reach a critical speed and the internal lee wave to develop as the 

river discharge increases.  

 

Figure 2.8 (a) The stratification at the left channel-shoal interface and (b) the internal lee 

wave phase speed as a function of river discharge Ur. Values are calculated at the mid-estuary 

sections from the model runs featuring internal waves (runs 1-15, 17-19).  

 

2.5.2 Effects of tidal amplitude  

The internal lee wave shows a nonlinear response to increasing tidal amplitude ɖt at a fixed 

river flow (Ur = 0.01 m s
-1
) (Fig. 2.9). Fr2max does not increase monotonically as ɖt increases. As 

ɖt increases from 0.6 to 0.8 m, Fr2max increases from 1.15 to 1.5 and the internal wave amplitude 

ȹh increases from 4.4 to 5.7 m (Figs. 2.9a & 2.9b). The maximum lateral flow velocity increases 
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from 0.106 to 0.143 m s
-1
 while the stratification is relatively unchanged. However, when ɖt is 

1.1 m, the maximum lateral flow velocity decreases slightly to 0.140 m s
-1
, Fr2max decreases 

slightly to 1.46, and wave amplitude ȹh decreases to 4.9 m (Fig. 2.9c). In these three model runs 

stratification persists on the shallow left shoal and deep channel, creating a favorable condition 

for the lee generation when the lateral currents advect the stratified water from the left shoal to 

the deep channel. One also notices pockets of high vertical diffusivity Kv in Figs. 2.9b and 2.9c 

where the lee wave steepens to produce localized strong mixing, in addition to high Kv in the 

bottom boundary layer on the shoals. When ɖt reaches 1.3 m, however, water on both left 

shallow shoals becomes well-mixed and stratification is confined to the deep channel (Fig. 2.9d). 

The maximum lateral flow velocity decreases dramatically to 0.094 m s
-1
. No internal waves are 

generated but salinity fronts are developed over the channel-shoal interfaces.  
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Figure 2.9 (a)-(d) Snapshots of cross-channel distributions of time-averaged viscosity Kv 

during the ebb tide (background color), salinity (contours), and lateral velocity (arrows) at the 

mid-estuary section in model runs with different tidal amplitudes but fixed river discharge (runs 

7, 12, 17, 22). Contour interval is 0.5 psu.  

 

This nonlinear relationship between the internal wave amplitude and tidal amplitude ɖt can be 

attributed to the nonlinear response of the lateral circulation to changes in the magnitude of tidal 

currents. As ɖt increases, the maximum lateral flow velocity increases first but then saturates or 

even decreases slightly (Fig. 2.10). The lateral circulation strength depends on the balance 

among three terms: the generation of streamwise vorticity by lateral Ekman forcing, the lateral 

baroclinic forcing and the vertical diffusion (Li et al., 2014). Although a stronger tidal flow 

produces stronger vorticity generation, it also leads to stronger vorticity diffusion that tends to 

spin down the lateral circulation (see the region of high Kv expanding from Fig. 2.10a to Fig. 
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2.10d). As a result, the lateral velocity initially increases as ɖt increases from 0.6 to 0.8 m but 

then decreases as ɖt increases to 1.1 and 1.3 m. Since the lee wave is generated by the lateral 

currents, ȹh also shows a parabolic response to the tidal amplitude.  

 

Figure 2.10 The maximum bottom lateral velocity as a function of tidal velocity at the 

estuary mouth ɖt. Values are calculated at the mid-estuary sections from the model runs featuring 

internal waves (runs 1-15, 17-19).  

 

At Ur = 0.01 m s
-1
, strong turbulent mixing destroys stratification over the shallow shoals 

when the tidal amplitude ɖt reaches 1.3 m, thereby inhibiting the generation of the internal lee 

wave (Fig. 2.9d). This remains true at all the river flows: no internal waves could be generated 

when tidal currents are strong enough to erase stratification on the shoals. Due to the effects of 

the Coriolis force, brackish water typically hugs along the southern (left) boundary as it moves 

seaward, setting up stratification over the left shoal. During the ebb tide, the lateral currents 

advect this stratified water to the deep channel and generate the internal lee wave. When the tidal 

currents are very strong, however, Kv reaches O(10
-2
) m

2
s

-1
 on the shallow shoals such that 

turbulence completely mix the water column there (Fig. 2.9d). The vertical stratification is 

confined to the deep channel and salinity fronts separate the stratified water over the deep 

channel from the well-mixed water on the two shoals. 
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2.5.3 Different wave structures  

In addition to changes in the wave amplitude, wave structure also changes under different 

river flow and tidal conditions. The isohalines in Fig. 2.9c plunge into the deep channel and then 

rebound abruptly as an internal hydraulic jump, with the eddy diffusivity reaching O(10
-2
) m

2
 s

-

1
). A time sequence of snapshots in Fig. 2.11 illustrates the generation process of this hydraulic 

jump. The downslope flow causes the isohaline marked as the magenta contour line to depress 

(Fig. 2.11b) when the bottom lateral flows just become supercritical (Fig. 2.11e). As the lateral 

flow strengthens, the depression wave grows in amplitude over the left edge of the deep channel 

(Fig. 2.11c). On the other hand, the lateral flows in the deeper center channel are subcritical (Fig. 

2.11f). The transition from the supercritical to subcritical flows is accomplished via a hydraulic 

jump with the isohalines at the trailing edge lifted sharply upward (Fig. 2.11c). As the lateral 

flows at the channel-shoal interface get weaker and become subcritical during the flood tide (Fig. 

2.11g), the hydraulic jump propagates onto the left shoal (Fig. 2.11d). This sequence of events is 

similar to the internal hydraulic jump generated by tidal flow over a tall steep ridge in the deep 

ocean (Legg and Klymak 2008, Klymak et al. 2008), with the accompanied strong local mixing. 
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Figure 2.11 (a) Time series of sectionally averaged tidal velocity and depth-averaged lateral 

velocity in the bottom layer for run 17 with ɖt = 1.1 m and Ur = 0.01 m/s. (b)-(d) Distributions of 

salinity (contours) and velocity vectors (arrows) at the mid-estuary cross-section at times T12-

T14 marked in (a). Contour intervals are at 0.5 psu increments. Magenta contour lines mark the 

isohaline of 13 psu. (e)-(g) Cross-channel distribution of Froude number Fr1 and Fr2 at T12-T14. 

 

In addition to mode-2 lee wave and hydraulic jump, a wave in the form of a mode-1 

depression is found when both tidal amplitude and river discharge are large. An example is found 

in run 15 with Ur = 0.07 m s
-1 
and ɖt = 0.8 m. At T15 a small-amplitude mode-2 wave is 

generated well above the left edge of the deep channel as Fr2 reaches 1 (Fig. 2.12b). No wave 

perturbations can be seen in the isohalines in the deep channel due to the establishment of strong 

stratification there. As the lateral flows strengthen and Fr1 approaches 1, a mode-1 depression 

wave appears near the left edge of the deep channel (Fig. 2.12c). This mode-1 wave subsequently 

propagates onto the shallow shoal as the lateral currents weaken (Fig. 2.12d). It is interesting to 
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note that the heavier stratified flow in the deep channel becomes stagnant, with the lateral 

velocity dropping to near zero. The rightward lateral currents on the left shoal run across the top 

of the deep channel, causing the isohalines near the right edge of the deep channel to tilt up 

(Figs. 2.12b-e). In the meantime, the downward tilt of the isohalines on the left edge of the deep 

channel leads to the generation of a mode-1 depression wave in the stratified water above (Figs. 

2.12d-e). The heavy stratified water in the deep channel is essentially decoupled from the flows 

above. This flow pattern is very different from stratified flows over a sill in the ocean but is 

similar to stratified flows over a valley in the atmosphere (Baines 1995, Lehner et al, 2016a, b, 

Rotunno and Lehner 2016).  

 

Figure 2.12 (a) Time series of sectionally averaged tidal velocity and depth-averaged lateral 

velocity in the bottom layer for run 15 with ɖt = 0.8 m and Ur = 0.07 m/s. (b)-(g) Distributions of 

salinity (contours) and velocity vectors (arrows) at the mid-estuary cross-section at times T1-T3 

marked in (a). Contour intervals are at 1 psu increments. 

 

2.5.4 Interpretation in terms of internal hydraulics  

We calculated the wave amplitude ȹh at 10 cross-sections of the estuary from all the model 
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runs featuring the internal lee waves (runs 1-15, 17-19) and plot it against Fr2max. Figure 2.13a 

shows that ȹh ranges between 1 and 8 m when Fr2max > 1. Waves of smaller amplitude are also 

found when 0.5 < Fr2max < 1. In the laboratory experiments Maxworthy (1979) observed internal 

lee waves at those values of the Froude number. For a tidal flow over a sill, Fr can be calculated 

using the vertically averaged tidal velocity and the wave phase speed estimated from the 

background stratification (Farmer and Smith 1980). Here the calculation of Fr is more 

complicated due to the two-layer lateral flows and varying stratification (see Eq. 2.6). 

Nevertheless, the generation of internal lee waves as shown in Figs. 2.2, 2.5, 2.7 and 2.9 is 

highly consistent with an interpretation base on the internal hydraulics, although the Fr threshold 

is not necessarily identical to 1 due to the uncertainty in estimating Fr2max and the previous 

observation indicating that small amplitude lee waves can still be generated when Fr falls below 

1. Nevertheless, the wave amplitude does not show a simple relationship with Fr2max: e.g., ȹh 

varies from 1 to 8.5 m at Fr2max = 1.5.  

 

On the other hand, ὠȾὔ provides a reasonable scaling for the wave amplitude, where V is the 

maximum lateral flow velocity and ὔ is the averaged buoyancy frequency in the deep channel. It 

sets a limit on the maximum possible isopycnal displacement since the conversion of the 

potential energy of a displaced isopycnal in the lee wave to the kinetic energy takes place within 

ὠȾὔ, based on the energetics argument (Mayer and Fringer 2017). In Fig. 2.13b ȹh varies 

approximately linearly with ὠȾὔ when ὠȾὔ > 1.7. Here ὔ is the sectionally averaged buoyancy 

frequency over the deep channel at the time of Fr2max. We calculated the lee wave Froude 

number ὔὌȾὠ for all the model runs (Legg 2021) where H is the height of the deep channel (see 

Fig. 2.1b). Table 1 shows that ὔὌȾὠ varies between ~2 and ~18, indicating that the generated 
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lee waves are highly nonlinear. In this regime, Legg and Klymak (2008) also found that ȹh 

scales with ὠȾὔ in their simulations of tidal flows over a tall ridge in the deep ocean.  

 

Figure 2.13 Internal lee wave amplitude æh versus Fr2max (a) and ὠȾὔ (b) from all model 

runs featuring internal waves. The black dashed line in (b) is a linear fit for ὠȾὔ > 1.7. In the 

model runs, 10 cross-sections are selected to spread over the entire estuary, at a distance of (1 to 

10)/(10 L1) from the mouth of the estuary. Each open circle represents æh calculated from a 

cross-section, along with Fr2max, V and ὔ. 

 

2.6 A regime diagram 

To put in a broader context, the model results are organized in terms of the freshwater Froude 

number Frf and the estuarine mixing parameter M that are used to classify different types of 

estuaries (Geyer and MacCready 2014). The freshwater Froude number Frf is defined as 

hSg

U
Fr

ocean

r
f

b
= ,                                                             (2.7) 

where Ur is the river flow velocity, ɓ is the saline contraction coefficient, Socean is the oceanic 

salinity, and h is the mean water depth. Frf measures the strength of the river flow against the 

maximum possible frontal propagation speed in an estuary. The mixing parameter M is defined 
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as 
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M td

w
= ,                                                                (2.8) 

where Cd is bottom drag coefficient, Ut is the amplitude of depth-averaged tidal current velocity, 

and ὔ ὫὛ ȾὬ Ⱦ is the buoyancy frequency for maximum top-to-bottom salinity 

variation in an estuary. M quantifies the effectiveness of tidal mixing. 

 

Mapping the internal wave amplitude in the Frf - M parameter space helps identify which 

types of estuaries might be conducive to internal lee wave generation (Fig. 2.14). At a fixed 

value of M, the normalized wave amplitude ȹh/H decreases with increasing Frf as stronger river 

flow leads to stronger stratification that tends to suppress waves. No internal waves are generated 

when Frf > ~ 0.03. At a fixed value of Frf, ȹh/H initially increases with increasing M but 

decreases or saturates to a certain amplitude as M further increases. This results from the 

nonlinear dependence of the lateral circulation strength on the tidal amplitude. Geyer and 

MacCready (2014) classified different types of estuaries in the Frf - M parameter space. In the 

regime of strongly stratified estuaries on the left (shaded in dark green color), ȹh/H decreases 

from 0.7 to 0 as Frf increases from 0.003 to 0.03. When Frf  > 0.03, river flows produce strong 

stratification such that the lateral flows remain to be subcritical throughout the tidal cycle and no 

lee waves can be generated (e.g. Fig. 2.14a). On the other hand, ȹh/H increases with increasing 

M because stronger tides lead to stronger lateral flows in this regime. In partially mixed estuaries 

in the middle (shaded in light green color), internal lee waves can be generated over a larger part 

of the parameter space. Most of the lee waves generated in the strongly stratified and partially 

mixed estuaries are mode-2 waves (e.g. Fig. 2.14d). With increasing Frf, ȹh/H still decreases, as 

the strong stratification in the deep channel suppresses the wave growth. Under medium M and 
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large Frf, wave structure also changes into mode-1 wave due to the strongly stratified deep-

channel water (e.g. Fig. 2.14b). At lower values of Frf, ȹh/H first increases with M, reaches a 

maximum around M å 0.6 and then decreases when M increases further. The wave structure 

changes into hydraulic jump when M > 0.6 as the flow transitions from a supercritical flow on 

the shoal to a subcritical flow in the deep channel (e.g. Fig. 2.14e). However, ȹh/H becomes 

nearly independent of M when Frf > ~ 0.02. No internal waves are found under the regime for 

periodically stratified estuaries. Water on the shoals becomes well mixed and salinity fronts are 

developed to separate the well-mixed shallow shoals from the stratified deep channel (e.g. Fig. 

2.14f).  
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Figure 2.14 Regime diagram of normalized wave amplitude æh/H as a function of Frf and M. 

Stars are the runs whose results show lateral frontogenesis. The black dashed lines denote the 

boundaries among four different estuary classes. The rectangle indicates the approximate 

influence of spring-neap tidal variation, river flow variation for the estuaries indicated. 

 

2.7 Discussion and conclusion 

Using a numerical model for an idealized straight estuary with channel-shoal bathymetry, we 

investigated the generation of internal lee waves. Our study confirms that tidally-driven lateral 

flows can generate internal lee waves across all the salinity regimes in coastal plain estuaries 
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featuring channel-shoal bathymetry. The wave amplitude decreases with increasing river flow as 

stronger stratification suppresses the lee waves. The wave amplitude however shows a nonlinear 

dependence on the tidal amplitude: it initially increases with the tidal amplitude but saturates or 

decreases as the tide amplitude further increases. When the tidal currents become strong enough 

to erase stratification on the shallow shoals, no internal lee waves could be generated but fronts 

are developed at the channel-shoal interface. 

 

With the lee wave Froude number ὔὌȾὠ > 1 and the intrinsic frequency Vk between f and ὔ 

(Table 2.1), the lee waves generated in coastal plain estuaries fall into Regime 3 in the regime 

diagram of lee waves (Legg 2021). It is featured by the generation of nonlinear lee waves of 

vertical length scale V/ὔ, which agrees with the scaling shown in Fig. 2.13b. For stratified flows 

over a sill, this flow regime is also characterized by blocking, hydraulic control of the jet above 

the topographic crest, and the possibility of a stagnant wedge downstream of the crest, with 

mixing occurring primarily in the hydraulic jump downstream if present (Klymak et al. 2010, 

Winters 2016). Obviously no blocking occurs for the stratified flow over a valley (deep channel) 

but the lateral flows are hydraulically controlled at the edge of the deep channel. If the flows in 

the deep channel are subcritical, a hydraulic jump forms with the isohalines at the trailing edge 

of the lee wave lifted sharply upward, producing high dissipation rate and strong mixing there 

(Figs. 2.2h, 2.9c). Similar to the tidal flows over a tall steep topography in the deep ocean (Legg 

and Klymak 2008), these hydraulic jumps may be an important mechanism for generating strong 

local mixing in the stratified estuary.   

 

Most studies of lee waves in the ocean focused on stratified flows over a sill. The stratified 
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flows over a valley (the deep channel) have received much less attention. While they share some 

characteristics as the flows over a sill such as the hydraulic control, they also differ in important 

aspects. For example, the heavier stratified water in the deep channel may become stagnant and 

uncoupled from the lateral flows above (Fig. 2.12). This flow deceleration and stagnation have 

been found in stratified flows over the valley when ὔὌȾὠ is large (Baines 1995), such as 

katabatic flows over a valley in the atmosphere. For example, the stratified flows over the 

Arizonaôs Meteor Crater often lead the formation of waves and hydraulic jumps in the lee of the 

upwind rim (Holden et al. 2000, Leher et al. 2016a). Numerical simulations of different valley 

depths and shapes revealed a rich variety of wave and flow structures, ranging from complete 

flows through the valley to valley-flow stagnation to situations involving internal wave breaking, 

lee waves, and quasi-stationary waves in the valley (Leher et al. 2016b, Rotunno and Leher 

2016). Further research is needed to explore tidal flows over a valley in the ocean. In this study 

we modeled the deep channel as a triangle as a simplification. Future modeling studies need to 

consider different geometric shapes of the deep channel.  

 

To place the model results in a broad context, we plot the lee wave amplitude in the Frf - M 

parameter space. Strongly stratified and partially mixed estuaries cover a wide range of estuaries 

such as Hudson River and San Francisco Bay and may be conducive to the lee wave generations. 

According to the estuarine classification diagram by Geyer and MacCready (2014), Chesapeake 

Bay is a strongly stratified estuary. Indeed mode-2 internal lee waves were observed in the 

middle part of the estuary (Xie et al. 2017b) and the numerical simulation reproduced the mode-2 

lee wave (Xie and Li 2019). Xie et al. (2017b) also observed that the lee wave subsequently 

propagated onto the shallow shoal and evolved into a group of internal solitary waves of 
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elevation. A non-hydrostatic model would be required to simulate the transformation of the lee 

wave into solitary waves, a topic for the future research.    
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Chapter 3: Generation and Evolution of Internal Solitary Waves in 

a Coastal Plain Estuary 
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3.1 Abstract 

Large-amplitude internal solitary waves were recently observed in a coastal plain estuary and 

were hypothesized to evolve from an internal lee wave generated at the channel-shoal interface. 

To test this mechanism, a 3D nonhydrostatic model with nested domains and adaptive grids was 

used to investigate the generation of the internal solitary waves and their subsequent nonlinear 

evolution. A complex sequence of wave propagation and transformation was documented and 

interpreted using the nonlinear wave theory based on the Korteweg-de Vries equation. During the 

ebb tide a mode-2 internal lee wave is generated by the interaction between lateral flows and 

channel-shoal topography. This mode-2 lee wave subsequently propagates onto the shallow shoal 

and transforms into a mode-1 wave of elevation as strong mixing on the flood tide erases 

stratification in the bottom boundary layer and the lower branch of the mode-2 wave. The mode-

1 wave of elevation evolves into an internal solitary wave due to nonlinear steepening and spatial 

changes in the wave phase speed. As the solitary wave of elevation continues to propagate over 

the shoaling bottom, the leading edge moves ahead as a rarefaction wave while the trailing edge 

steepens and disintegrates into a train of rank-ordered internal solitary waves, due to the 

combined effects of shoaling and dispersion. Strong turbulent mixing in the bottom boundary 

layer dissipates wave energy and causes the eventual destruction of the solitary waves. In the 

meantime, the internal solitary waves can generate elevated shear and dissipation rate in local 

regions.  

 

3.2 Significance statement 

In the coastal ocean nonlinear internal solitary waves are widely recognized to play an 

important role in generating turbulent mixing, modulating short-term variability of nearshore 
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ecosystem, and transporting sediment and biochemical materials. However, their effects on 

shallow and stratified estuaries are poorly known and have been rarely studied. The 

nonhydrostatic model simulations presented in this paper shed new lights into the generation, 

propagation and transformation of the internal solitary waves in a coastal plain estuary.  

 

3.3 Introduction 

In the coastal ocean nonlinear internal solitary waves (ISWs) are widely recognized to play 

an important role in generating turbulent mixing, modulating short-term variability of nearshore 

ecosystem, and transporting sediment and biochemical materials (Lamb 2014; Woodson 2018; 

Boegman and Stastna 2019). Their effects on shallow and stratified estuaries are poorly known 

and have been rarely studied, however. Since the buoyancy frequency in estuaries is typically 1-2 

orders of magnitude larger than that in the coastal ocean, the ISWs in estuaries have a short 

wavelength of O(10) m and a short period of O(1) min. They are also highly intermittent in time 

and only emerge during certain periods in a tidal cycle (Dyer 1982; New et al. 1986; Sarabun and 

Dubbel 1990; Xie et al. 2017a, b). These ISWs are hard to be captured in field surveys and thus 

often overlooked. In addition, tidal advection of background fields makes the ISWs difficult to 

trace (Martin et al. 2005). Nevertheless, recent mooring observations in Chesapeake Bay showed 

that the ISWs had a large vertical displacement (4-5 m or about 1/3 of the water depth), leading 

to overturning and a dissipation rate of ~ 1Ĭ10
-4
 m
2 
s

-3
, that is 3 orders of magnitude larger than 

the background value (Xie et al. 2017).  

Several mechanisms have been shown to be responsible for the ISWs generation in the 

coastal ocean. In the classic ñlee waveò mechanism (Maxworthy 1979), a supercritical tidal flow 

generates a lee-wave depression on the lee side of a sill which subsequently propagates upstream 
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and evolves into a train of ISWs as the tidal flow slackens. The disintegration of an upstream 

propagating internal bore can also lead to ISWs. For example, at an entrance to the Knight Inlet, 

an undular bore or internal hydraulic jump is generated upstream of the sill crest when the tidal 

flow becomes supercritical, and this bore subsequently propagates upstream and disperses into a 

packet of ISWs (Farmer and Armi 1995; Cummins et al. 2003; Cummins et al. 2006). ISWs can 

also be generated by a river plume that spreads over the coastal ocean as a gravity current: the 

horizontal flow convergence at the plume front and downward vertical displacement of the 

underlying water can develop into ISWs (Nash and Moum 2005).  

 

Once ISWs are generated, they experience nonlinear evolution and eventually dissipate. The 

shape of an ISW is preserved due to the balance between nonlinear steepening and dispersion. 

Both processes are sensitive to changes in the stratification and vertical shear as well as 

variations in the bottom topography (Helfrich and Melville 2006). When the pycnocline is 

located close to the sea surface, an ISW usually propagates as a wave of depression. In contrast, 

it propagates as a wave of elevation when the pycnocline sits near the bottom (Scotti et al. 2008). 

Observations in the coastal ocean found ISWs tend to transform from a depression wave to an 

elevation wave as they enter the shallower region and experience shoaling as the pycnocline 

approaches the bottom (Klymak and Moum 2003; Scotti and Pineda 2004; Bourgault et al. 

2007).  

 

The breaking and dissipation of shoaling ISWs can take different pathways, depending on the 

initial wave amplitude, stratification, and the slope of the bottom topography (Lamb 2014). A 

large-amplitude ISW of depression on a steep slope usually breaks by overturning with energy 
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loss to turbulent dissipation as the trailing edge overtakes the wave trough (Vlasenko and Hutter 

2002; Aghsaee et al. 2010; Masunaga et al. 2016). On the other hand, an ISW on a gentle slope 

tends to fission into a train of shorter waves or boluses, which propagate along the slope with 

elevated dissipation levels (Bai et al. 2019; Davis et al. 2020; Sinnett et al. 2022). 

 

Little is understood about the generation, propagation and transformation, and dissipation of 

ISWs in coastal plain estuaries. Recent observations in Chesapeake Bay found an internal lee 

wave over the flank of the deep channel that preceded the appearance of the ISWs at mooring 

sites over the shallow shoal (Xie et al. 2017b). Later modeling studies confirmed the hypothesis 

that the lee wave can be generated by lateral flows interacting with channel-shoal topography 

(Xie and Li 2019; Li and Li 2022), but the connection between the ISWs and the internal lee 

waves has not been ascertained. A major obstacle to a mechanistic modeling investigation is the 

enormous computer resource required to run a 3D nonhydrostatic model of an estuary at a scale 

of O(100) km and a resolution of O(1) m. Most of the previous nonhydrostatic modeling studies 

of flow-topography interactions and ISWs are based on the 2D models (Scott et al. 2008; Chen et 

al. 2017; Davis et al. 2020; Urbancic et al. 2022).     

 

The Coastal and Regional Ocean Community Model (CROCO) is a new ocean modeling 

system built upon the Regional Ocean Modeling System (ROMS) and the non-hydrostatic kernel 

for free surface ocean modeling (Auclair et al. 2018). The combination of domain nesting 

(Penven et al. 2006; Mason et al. 2010), adaptive grid refinement in Fortran (AGRIF, Debreu et 

al. 2008, 2012), and nonhydrostatic algorithm makes it feasible to resolve fine scale processes 

and their interactions with larger-scale flows while keeping the computational cost reasonable. 
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Recently the 3D CROCO model has been used to simulate surf eddies in Grand Popo Beach off 

Benin in the Gulf of Guinea (Marchesiello et al. 2021). In this modeling study we use the 3D 

CROCO model to investigate the generation, propagation and transformation of ISWs in a 

coastal plain estuary featuring the channel-shoal bathymetry.    

 

3.4 Methods 

3.4.1 Model configuration 

To resolve large-scale estuarine circulation as well as small-scale ISWs, we used CROCO to 

configure triply nested model domains with increasing grid resolution but decreasing domain 

size (Fig. 3.1). Such an approach is widely used in the mesoscale atmosphere models such as the 

Weather Forecasting Model (WRF) (e.g. Zhang et al. 2017).

 

Figure 3.1 (a) Schematic of the numerical model domain consisting of a straight estuarine 

channel and a shelf. The red rectangle denotes a child domain with 10 m resolution. (b) 

Schematic of the nested model domains. The magenta rectangle denotes the child domain of 2.5 

m resolution. (c) Cross-channel section featuring a channel-shoal bathymetry at mid-Chesapeake 

Bay. 

 

The outer domain covers an estuary and its adjacent shelf, with a coarse resolution of 250 m 

inside the estuary (Fig. 3.1a). This model configuration follows from previous estuarine 

modeling studies (e.g. Li et al. 2014; Li and Li 2022). The continental shelf is 80 km wide and 



56 

 

has a fixed cross-shelf slope of 0.05%. The estuarine channel is straight and does not have slope 

in the along-channel direction. The cross-channel section features a channel-shoal bathymetry 

representative of a coastal plain estuary such as Chesapeake Bay (Fig. 3.1c). There are 2100 grid 

cells in the eastïwest direction, 79 grids in the south-north direction and 20 layers in the vertical 

direction. The middle domain covers a short section (length of 1.6 km and width of 10 km) in the 

middle of the estuary at a resolution of 10 m (Fig. 3.1a). Based on the results from the middle 

domain model, we refined the resolution on the shallow part of the estuarine cross-section using 

the adaptive grid refinement approach, such that the inner domain has a grid size of 2.5 m (Fig. 

3.1b). Results from the parent model domain are automatically used as the boundary forcing to 

drive the child model domain through one-way nesting (Penven et al. 2006) such that the outer, 

the middle and inner domain models are run simultaneously. 

 

The estuarine model is forced by semidiurnal tides at the offshore (eastern) open boundary 

and by river flow at the upstream (western) end of the estuarine channel. In this study, the tidal 

amplitude ɖt was set to be 1.0 m and the river flow Ur was set to be 0.01 m s
-1
 (equivalent to a 

river discharge of 1400 m
3
 s

-1
 over a cross sectional area of 1.4Ĭ10

5
 m
2
). The inflowing river 

water is prescribed to have zero salinity while the salinity of the coastal ocean is set at 35 psu. To 

simplify, temperature is uniform everywhere and does not change with time. A quadratic stress is 

exerted at the seabed, assuming that the bottom boundary layer is logarithmic with a roughness 

height of 0.5 mm. The Coriolis parameter f is set at 1.0Ĭ10
-4
 rad s

-1
. The vertical eddy viscosity 

and diffusivity are computed using the k-Ů turbulence closure scheme (Warner et al. 2005) with 

the background diffusivity and viscosity set at 1Ĭ10
-5
 m
2
 s

-1
. 
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The model was initialized with no flow, a flat sea surface, and salinity distribution from 0 to 

35 psu along the estuarine channel. The outer domain model was first run for 360 days to reach a 

quasi-steady state. The salinity distribution from this model run was then used as the initial 

salinity condition for the nested domain model simulations. Results obtained after 10 tidal cycles 

were used for analysis. 

 

3.4.2 Diagnostics of model results  

To better understand how the ISWs evolve over time, we used the model outputs to analyze 

the nonlinearity and dispersion parameters in the Korteweg-de Vries (KdV) equation: 

0)(
3

3

1 =
µ

µ
+

µ

µ
++

µ

µ

xx
c

t

h
b

h
ah

h

,                                         (3.1) 

where ɖ is the vertical displacement of isopycnals, c1 is the mode-1 phase speed, Ŭ is the 

quadratic nonlinear coefficient, and ɓ is the dispersion coefficient (Grimshaw et al. 2004). The 

nonlinear and dispersion coefficients are calculated as follows: 
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where h is the water depth. The wave phase speed c1 and vertical structure function ū(z) are 

obtained by solving the following eigenvalue problem (Gill 1982): 
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with the boundary conditions ū(0) = ū(-h) = 0 where N(z) is the background buoyancy 

frequency and ci is the phase speed of the ith mode internal wave.  

 

The variability of the coefficients Ŭ and ɓ has been studied to understand the nonlinear 

transformation of ISWs in the coastal ocean (Holloway et al. 1999; Small 2001a, b). The sign of 

the quadratic nonlinear coefficient Ŭ determines the polarity (elevation or depression) of an ISW 

and mostly depends on the location of pycnocline (maximum N
2
), according to the solution of 

the KdV equation for a two-layer fluid (Grimshaw et al. 1997). If the pycnocline lies closer to the 

sea bed, Ŭ > 0, favoring an elevation wave. If the pycnocline lies closer to the sea surface, Ŭ < 0, 

favoring a depression wave. The dispersion parameter ɓ quantifies the strength of wave 

dispersion such that a large value of ɓ usually signals the dispersion of an ISW into a train of 

waves. When analyzed in combination with wave amplitude and wavelength, Ŭ and ɓ yield 

insights into the nonlinear transformation processes of ISWs. 

 

3.5 Results 

We present a detailed case study of the generation, evolution and dissipation of the nonlinear 

internal wave field generated by the interaction between the lateral circulation and the channel-

shoal bathymetry in a coastal plain estuary.  

 

3.5.1 Lee wave generation and propagation 

During the ebb tide, a counter-clockwise lateral circulation (looking into the estuary) 

develops in the cross-channel section and the rightward currents in the bottom layer advect the 
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stratified water from the shallow shoal to the deep channel (Figs. 3.2a-b). To characterize the 

flow-topography interaction, the Froude number (Fr), defined as Fri = v/ci where v is the depth-

averaged lateral flow velocity in the lower layer, is calculated. When the lateral flows become 

supercritical (Fr2 = 1.3) at the channel-shoal interface, a large-amplitude internal lee wave with a 

characteristic mode-2 bulge structure appears at the left flank of the deep channel (Fig. 3.2c).  

 

Figure 3.2 (a) Time series of the depth-averaged along-channel velocity and lateral velocity 

in the bottom layer at the channel-shoal interface. The dashed vertical lines indicate the timing of 

the cross-channel snapshots shown in (b)-(d) and in Figs. 3.3-3.6 and 3.8. The grey shaded 

region marks the flood tide and the yellow shaded region marks the ebb tide. (b)-(e) Distributions 

of salinity (contours) and the velocity vectors (arrows) at a mid-estuary cross-section. Contour 

intervals are at 0.5 psu increments. The magenta dashed line in (b)-(d) marks the location of the 

channel-shoal interface where the mode-2 Froude numbers (Fr2) is calculated. 

 

This lee wave subsequently propagates towards the shallow shoal and upwards as the tide 
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switches from the ebb to flood phase (Fig. 3.2a) and the rightward lateral currents weaken (Figs. 

3.2d, 3.3a-c). The angle of the phase line to the vertical direction can be calculated from 
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where ɗ is the angle between the wave phase line and the vertical direction, k is the horizontal 

wavenumber, and m is the vertical wavenumber. A flow with velocity V past a topography with 

the vertically-averaged buoyant frequency ὔ can generate a lee wave with wavenumber , which 

can be decomposed into the horizontal and vertical directions. The horizontal wavenumber k is 

comparable to the length scale of the topography and then the vertical wavenumber m can be 

calculated from Eq. (3.5)  (Mayer and Fringer 2021). At T3, with V = 0.13 m s
-1
, ὔ = 0.045 s-1

, 

and k å 0.003 m
-1
, m is 0.34 m

-1
 and ɗ is estimated to be ~ 89.5Á. An example of phase line 

connecting the jumplike wave trailing edge at each isopycnal is shown in Fig. 3.3a. As the water 

depth is two orders of magnitude smaller than the width of the deep channel, the lee wave phase 

lines are nearly horizontal.  

 

Figure 3.3 Distributions of salinity (contour lines) and the vertical velocity w (color) at the 

mid-estuary cross-section at T3-T5 marked in Fig. 3.2a. Contour intervals are at 0.2 psu 

increments. The purple arrow line marks the phase line of the lee wave and the magenta arrow 



61 

 

line marks the propagation of maximum w from T3-T5. 

 

In the long-wave limit (kh << 1), the horizontal group velocity cg,x å c2 = 0.11 m s
-1
 and the 

vertical group velocity cg,z = cg,xtan(90Á-ɗ) = 0.001 m s
-1
. The shoreward translation of the 

maximum vertical velocity w along the channel slope illustrates the wave propagation (Fig. 3.3). 

The maximum w is transported ~ 800 m horizontally and ~ 7 m vertically over 2 hours from T3 

to T5, matching the direction of the lee wave phase line and the estimated group speeds. 

 

3.5.2 Wave steepening, dispersion and propagation  

The wave modal structure also changes as the internal lee wave propagates. The lee wave 

evolves from a mode-2 wave at T3 to mode-1 waves at T5 (Figs. 3.2d-3.2e). On flood tide strong 

mixing in the bottom boundary layer erases stratification in the deep channel and the lower 

branch of the mode-2 wave. On the other hand, the upper branch of the mode-2 lee wave, in the 

form of an elevation wave, propagates into the stratified water in the top 10 m. The upward 

propagation of the elevation wave perturbs the initially flat isopycnals there, such that the 

elevated isopycnals are followed by the depressed isopycnals to the right, indicating the 

formation of a trailing depression wave. 

 

The subsequent evolution of the elevation and depression wave is shown in a sequence of 

snapshots of isopycnals and lateral and vertical velocity distributions (Figs. 3.4a-h). Both the 

elevation and depression waves flatten and disperse between T5 and T6 (Figs. 3.4e-f). 

Subsequently the depression wave disintegrates into a train of small amplitude waves (Figs. 

3.4g-h). On the other hand, the leading edge of the elevation wave steepens, accompanied by an 

intensification of the upward velocity (Figs. 3.4f-h). These wave transformation processes can be 
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understood by studying the spatial variation of the nonlinear term c1+Ŭɖ and dispersion 

parameter  in the KdV equation. The term Ŭɖ determines how nonlinearity changes the wave 

phase speed at the wave crest/trough and may cause the steepening and flattening of the wave. 

The dispersion parameter ɓ quantifies the magnitude of wave dispersion which disperses the 

wave energy and may cause wave fission. ɓ increases by a factor of 2 (from 3 to 5 m
3
 s

-1
) in the 

deeper water region where the depression wave propagates to the right. Strong dispersion causes 

the depression wave to flatten and disintegrate into a train of small-amplitude waves. ɓ is 

considerably smaller on the left shallow shoal (in the range of 1 - 2 m
3
 s

-1
) where the elevation 

wave propagates. In the meantime, the nonlinear term becomes more important in driving the 

transformation of the elevation wave there. Both c1 and  affect the wave transformation. The 

nonlinear parameter  is negative everywhere and would lead to the flattening of the elevation 

wave. However, the magnitude of  decreases as the left shore is approached (Figs. 3.4i-k), 

implying this flattening effect decreases as the elevation wave propagates to the left. Moreover, 

the spatial variation in the wave phase speed c1 due to changes in the stratification can lead to 

either steepening or flattening of a wave. A decrease in the phase speed c1 toward the left shoal 

will cause the steepening of the elevation wave since the wave crest moves faster than the 

leading edge. Indeed c1 decreases from 0.25 - 0.3 m s
-1
 at the channel shoal interface to under 0.2 

m s
-1
 at the left shallow region. Such a large reduction in c1 overwhelms –, causing the 

elevation wave to steepen (compare Figs. 3.4g-h).  
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Figure 3.4 Snapshots of (a-d) the lateral velocity (color) and salinity (contour), (e-h) the 

vertical velocity (color) and salinity (contour), (i-l) the nonlinearity coefficient Ŭ and dispersion 

coefficient ɓ in the KdV equation, and (m-p) the mode-1 phase speed c1 at T5-T8 marked in Fig. 

3.2a. Contour intervals of salinity are at 0.5 psu increments. 

 

The steepening between T5 and T8 changes the characteristics of the elevation wave. The 

wave length decreases from ~ 1000 m to ~ 300 m. Moreover, this short wave is accompanied by 

large vertical velocities (Fig. 3.4h), with the upward velocity on the leading edge of the elevation 

wave reaching 3.0 mm s
-1
 and the downward velocity on the trailing edge reaching 1.2 mm s

-1
.  

 

3.5.3 Emergence of ISWs   

The steepening of the elevation wave leads to the formation of a soliton of elevation which 

can be fit into a solution to the KdV equation  
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–=ὥsechὼȾὒ                                                                (3.6) 

where a = 0.5 m and L = 83 m (Fig. 3.5a). As the soliton propagates on the shoaling bottom, the 

crest of the elevation wave flattens and the leading edge moves ahead as a rarefaction wave. On 

the other hand, the trailing edge of the elevation soliton continues to steepen during the shoaling 

process, with the downward velocity reaching 5 mm s
-1
, double of the upward velocity at the 

leading edge (Fig. 3.5b). In addition, the soliton of elevation cannot remain to be in a steady 

shape in the environment with negative Ŭ. A depression wave is formed at its tail (Fig. 3.5c). 

Subsequently, the effect of dispersion generates a series of high-frequency oscillations trailing 

the leading depression wave, forming a train of ISWs (Fig. 3.5d).  

 

Figure 3.5 Snapshots of the vertical velocity (color) and salinity (contour) at T8-T12 marked 

in Fig. 3.2a. Contour intervals of salinity are at 0.5 psu increments. The green contour in (a) 

marks the isopycnal tracked in Fig. 3.6. The magenta dashed line in (d) marks the location of the 

time series shown in Fig. 3.7. 

 

Figure 3.6 provides a detailed view of the solitary wave evolution by tracking the isopycnal 
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of 9 psu marked in Fig. 3.5a. The soliton of elevation has a symmetric shape at T8 but becomes 

asymmetric as it moves up the shoaling bottom. Its leading edge is rarefied whereas its training 

edge steepens. From T8 to T10, the isopycnal displacement between the wave crest and the 

trailing edge increases from 0.4 m to 0.8 m. At T11 the isopycnal drops down 1.2 m from the 

crest to the trailing edge, overshooting its equilibrium position. A small-amplitude depression 

wave is then formed at the tail of the elevation wave. The amplitude of the depression wave 

continues to grow and reaches 2 m at T12 while the trailing edge disintegrates into a train of 

ISWs due to dispersion, such that a large-amplitude leading depression wave is followed by a 

train of small-amplitude undular waves. 

 

Figure 3.6 Hovmºller diagram for isopycnal displacement of 9 psu marked in Fig. 3.5a. In 

the vertical coordinate, time interval of each line is 10 minutes, equivalent to 2.5 m isopycnal 

displacement. The grey shaded region represents the bottom topography on the left shoal. 



66 

 

Time series at a site on the shoal (~ 2.5 km away from the coastline, marked in Fig. 3.5d) 

further illustrate the features of the wave packet (Fig. 3.7). The wave train contains 4 solitons in 

rank order, lasting ~ 20 min. The period of one solitary wave is only ~ 5 min on average. The 

leading wave in the wave packet has the largest amplitude of 2 m, accompanied by vertical 

velocity as strong as 0.03 m s
-1
. The rest of the waves have much smaller amplitudes. The signal 

of ISWs is also shown in the time series of the horizontal velocities (Fig. 3.7b). To sustain the 

conservation of water mass, the internal waves generate additional surface and bottom lateral 

flows in opposite directions between the upward and downward vertical velocity. Unlike the 

elevation wave that strengthens the two-layer lateral flows in both the surface and bottom layers, 

the depression wave weakens and even reverses the lateral flows, leading to flow convergence in 

the upper layer and divergence in the lower layer. At the leading depression wave, the lateral 

velocity in the upper layer dramatically drops from 0.13 to -0.02 m s
-1
 (positive is rightward) 

while the lateral velocity in the lower layer changes from -0.02 to 0.03 m s
-1
.  

 

Figure 3.7 (a) Timeïdepth distributions of salinity (contours) and the vertical velocity (color) 

at a location on the left shoal marked by the magenta line in Fig. 3.5d. (b) Time series of the 

lateral velocity at the depths of 2 and 6 m at the same location on the shoal. 
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3.5.4 Dissipation of ISWs   

The subsequent destruction of the ISWs is shown in a group of snapshots in Fig. 3.8. At the 

beginning, the wave packet contains 4 solitary waves (Fig. 3.8a). As it propagates further 

shoreward, the number of solitons in the packet decreases while the amplitudes are dampened 

(Fig. 3.8b). When the ISWs arrive at 1.8 km away from the coastline, only the leading depression 

wave remains (Fig. 3.8c). The wave trailing edge rarefies, shaping the wave form into a bore 

front. The wave is finally merged into the salinity front adjacent to the coastline before it runs 

into the coast (Fig. 3.8d).  

 

Figure 3.8 Distributions of salinity (contours) and dissipation rate Ů (color) on the left shoal 

at times T12-T15 marked in Fig. 3.2a. 

 

Dissipation rate Ů on the shallow shoals is high due to strong turbulence in the tidal bottom 

boundary layer. Ů below the wave is about O(10
-6
) m

2
 s

-3
, which dissipates the small-amplitude 

ISWs. Ů at the nearshore salinity front reaches O(10
-5
) m

2
 s

-3
, leading to the final wave 

destruction. It is interesting to note that there exists a pocket of high Ů anomaly at 5 m ï 7 m 

depth below the wave (Figs. 3.8a-c). Ů reaches 4Ĭ10
-6
 m
2
 s

-3 
at T12 after the passage of the ISWs 
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(Fig. 3.8b). The leading large-amplitude depression wave enhances velocity shear below the 

wave, lowering the local Richardson number (Fig. 3.9). The correspondence between the 

enhanced Ů and large velocity shear suggests internal solitary wave can also contribute to local 

turbulent mixing in the stratified pycnocline region.  

 

Figure 3.9 Distributions of salinity (contours) and the along-channel velocity shear (a), the 

lateral velocity shear (b), and Richardson number (c) at T12 marked in Fig. 3.2a. 

 

3.6 Discussion and Conclusion 

Using a 3D nonhydrostatic model with nested domains and adaptative grids, we investigated 

the generation, propagation, transformation and dissipation of nonlinear internal waves in a 

coastal plain estuary. The model results showed that the internal lee wave generated by flow-

topography interaction at the channel-shoal interface can evolve into a train of ISWs when 

propagating over the shoaling bottom. Although the observations in Chesapeake Bay suggested a 

potential link between the lee wave and ISWs (Xie et al. 2017b), this modeling study provides a 

mechanistic explanation for the ISWs captured in the bottom-mounted ADCPs at the mooring 

stations on the western shore.  
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The first step in the wave transformation process involves a change from a mode-2 lee wave 

into a mode-1 elevation wave. Changes in the wave modal structure have been widely reported 

and are often triggered by changes in stratification and/or bottom bathymetry. Previous 

observational and modeling studies of lee waves in Chesapeake Bay showed that the mode-2 

wave content decreases and the mode-1 wave content increases as the lee wave propagates from 

the deep channel to the western shoal (Xie and Li 2019; Li and Li 2022). In the South China Sea 

the energy of a mode-2 wave approaching a shallow plateau was scattered into mode-1 waves 

owing to steep bathymetric changes and wave reflection (Klymak et al. 2011). Similarly, 

observations on the New Jersey shelf showed the decay time scale of mode-2 wave energy is 

much shorter than mode-1, leading to a transformation from mode-2 to mode-1 during the wave 

propagation towards the coast (Shroyer et al. 2010). In this study the modal change appears to be 

mainly driven by changes in the stratification. With a magnitude of O(0.1) m s
-1
, the lateral 

currents in estuaries are usually subcritical with respect to mode-1 but may become supercritical 

with respect to model-2. The lee waves generated by the interaction between the lateral flows 

and the channel-shoal bathymetry are typically of a mode-2 structure (Li and Li 2022). However, 

turbulent mixing in the bottom boundary layer can undergo large temporal changes over a flood-

ebb tidal cycle, destroying stratification and precipitating a wave modal shift as documented in 

Figs. 3.2d and 3.2e. 

 

According to the solution of the KdV equation for a two-layer fluid, nonlinear parameter Ŭ is 

negative if the pycnocline lies closer to the sea surface and a depression wave is favored. The 

presence of an elevation wave in the upper part of the water column (as shown in Fig. 3.5a) is 

thus surprising, despite that a negative value of Ŭ is consistent with the KdV theory (Figs. 3.4i-l). 
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Obviously, the stratification does not fit into a two-layer system since water is nearly uniformly 

stratified in the top 5 m but has homogeneous salinity (density) below that depth (Fig. 3.5). It is 

hard to locate the pycnocline, but the isopycnal displacement is largest just above the top of the 

bottom boundary layer, which is near the mid-depth. Another difficulty is the separation of the 

wave-induced shear from the ñbackgroundò shear (associated with the lateral circulation), as 

explained in Sweeney et al. (2020). The Ŭ values shown in Figs. 3.4i-l did not consider the 

background shear. We recalculated Ŭ using the instantaneous velocity shear and still obtained 

negative values. Nevertheless, the formation of an elevation wave makes sense given its history 

evolving from the upper branch of the mode-2 lee wave.  

 

The subsequent transformation of the elevation wave into a train of rank-ordered ISWs on the 

shallowing shoal shares common characteristics as the transformation of a solitary wave that 

propagates toward the coast on the continental shelf. A solitary wave of depression usually 

develops in the deeper ocean where the pycnocline is located close to the ocean surface. As this 

wave propagates onto the shoaling continental shelf, its leading edge rarefies while its trailing 

edge steepens and evolves into a solitary wave of elevation followed by ranked-ordered ISWs 

near the sea bed (Klymak and Moum 2003, Shroyer et al. 2009). The transition from the 

depression to elevation wave sometimes occurs at a location where the waveôs polarity changes 

(Grimshaw et al. 2004, Shroyer et al. 2009). In other situations, sign change in Ŭ is not necessary. 

In the Massachusetts Bay, the transition from the depression to elevation wave occurred at a 

location offshore of where the KdV theory predicts polarity switching should occur (Scotti et al. 

2008). Our result is similar since Ŭ remains to be negative over the entire left shoal (Figs. 3.4i-l). 

The shoaling on the sloping bottom causes the rarefaction of the leading wave edge and the 
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steepening of the trailing wave edge. The effect of dispersion then leads to the disintegration into 

a train of rank-ordered ISWs (Fig. 3.6).  

 

Our model results also highlight the role of the background turbulence (turbulence generated 

in the tidal boundary layer) in dissipating ISWs as well as the generation of elevated energy 

dissipation by large-amplitude ISWs themselves. Previous idealized numerical studies found 

bottom friction may significantly dampen the amplitude of ISWs (Holloway et al. 1997; Liu et 

al. 1998). Observations of near-bottom elevation waves also showed energy dissipated by bottom 

friction could be comparable to the loss to internal turbulence production (Scotti and Pineda 

2004). In the coastal ocean pycnocline often locates well above the bottom, whereas in shallow 

coastal plain estuaries bottom friction is expected to be more important in the wave dampening. 

Furthermore, the ISWs in the coastal plain estuary may enhance vertical shear and generate 

strong energy dissipation locally, similar to the observations of enhanced local turbulent mixing 

via shear instability in the ISWs propagating on the continental shelf (Moum et al. 2003; Moum 

et al. 2007; Jones et al. 2020).  
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4.1 Abstract 

A pH sensor deployed at the middle reach of Chesapeake Bay recorded high-frequency 

variability in bottom pH, with fluctuation range reaching 0.5 in summer. The peaks of pH 

fluctuation corresponding to the trough of salinity perturbation were usually found during up-

estuary wind events. Using a hindcast model simulation, we confirmed wind-driven downwelling 

drove the short-term variability in bottom pH. Though the downwelling can advect high pH 

water downward, the upwelled low pH, high pCO2 water on the other side cannot get saturated 

with the atmospheric pCO2 due to the slow air-sea exchange of CO2. In the next wind event in 

the opposite direction, the low pH water on the shoal was advected back into the deep channel. 

Therefore, this wind-driven lateral ventilation can only temporarily relieve bottom acidity. With 

DIC and TA budget analysis and comparison with cross-sections at upper- and lower-Bay where 

strong lateral circulation was confined in the surface layer, we found vertical mixing and 

replenishment of oceanic water by longitudinal advection could be more important mechanisms 

to ventilate bottom pH.  

 

4.2 Introduction 

The large temporal pH variability and extreme pH values have been recognized in many 

estuarine and coastal environments (Hofman et al. 2011; Baumann et al. 2015; Baumann and 

Smith 2018; Cartensen and Duarte 2019). The range of pH fluctuation even over a 24-h period 

often exceeds projections of end-of-century acidification resulting from increasing atmospheric 

CO2 (Waldbusser and Salisbury 2014). The extreme events in pH have been regarded as an 

important stressor on marine organisms (Hauri et al. 2013; Harris et al. 2013). However, most 

research focused on surface pH or well-mixed shallow water and attributed the pH fluctuations to 
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diel metabolism cycle (e.g. OôBoyle et al. 2013; Saderne et al. 2013; Pacella et al. 2018; 

Baumann and Smith 2018). In many estuaries with high turbidity, photosynthesis in the bottom 

water is limited by light availability (Testa et al. 2012). Whether there also exists high-frequency 

variability of pH in the bottom water and what drivers should be responsible for the variability 

remain unclear 

 

Riverine water typically has lower dissolved inorganic carbon (DIC) and total alkalinity (TA) 

values and a higher DIC/TA ratio than seawater (Salisbury et al. 2008; Huang et al. 2015; Cai et 

al. 2021). Because of this difference between the river and ocean end members, distributions of 

TA, DIC, pCO2 (partial pressure of carbon dioxide), and pH in estuaries feature strong gradients 

in the along-channel direction (Borges and Gypens 2010; Cai and Wang 1998; Cai et al. 2011). 

In stratified estuaries, strong vertical gradients in DIC and pH also develop where phytoplankton 

photosynthesis in the surface euphotic layer consumes DIC and respiration of organic material in 

the bottom layer produces DIC (Feely et al. 2010; Cai et al. 2011 and 2017). These strong 

horizontal and vertical gradients make estuarine carbonate chemistry susceptible to disruptions 

from physical forcing, but relatively few studies have addressed how physical processes affect 

high-frequency carbonate chemistry in estuaries. Some studies have considered tidal advection 

across the horizontal gradient can cause large pH fluctuations at semidiurnal or diurnal frequency 

(e.g. Ribas-Ribas et al. 2013; Akhand et al. 2016). Some studies also noted wind-driven 

upwelling and strong turbulent mixing induced by cyclones can bring acidic bottom water 

upwards, leading to large changes in the air-sea CO2 flux (e.g. Saderne et al. 2013; Paerl et al. 

2018; Li et al. 2020).  
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In stratified estuaries, stratification limits the exchange of chemical tracers between bottom 

layer and surface layer. This vertical decoupling leads to an upper productive layer separated 

from a lower layer where respiratory processes prevail (Carstensen et al. 2003). Hence, bottom 

pH can be extremely low especially in summer when high temperature results in more ionization 

of hydrogen ions (H
+
) and high microbial respiration rate. On the other hand, sea bed in estuaries 

is habitat for marine bivalves. Low pH and aragonite saturation state may do harm to the growth 

of bivalves, especially their initial shell formation (Waldbusser and Salisbury 2014). Therefore, 

understanding the ventilation mechanism of bottom pH is meaningful for estuarine benthic 

ecosystem and aquaculture.  

 

Recent measurements in surface waters at a cross-channel transect in the middle reach of 

Chesapeake Bay observed large spatial variations in pCO2 during a northerly wind event, with 

pCO2 over the eastern shore was 30-40% higher than the western shore (Huang et al. 2019). 

Further modelling study suggests wind-driven upwelling advected high pCO2, low pH water 

from the deep channel to the shallow shoal, which could influence the oyster bed on the shoal (Li 

et al. 2020). At the same time with the wind-driven upwelling, a downwelling was generated on 

the other side of the cross-channel transect, advecting surface low pH water downward. A 

question is raised whether the coupled wind-driven upwelling and downwelling can ventilate the 

acidic water in the deep channel. In an idealized modeling study of Chesapeake Bay, Scully 

(2010) showed that wind-driven lateral exchange of oxygen between well-oxygenated shallow 

shoals and hypoxic deep channel may be more important than direct turbulent mixing in 

supplying oxygen to the hypoxic deep channel. CO2 dynamics often mirror O2 dynamics, since 

the production and consumption of DIC and O2 are affected by common biological processes 
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such as phytoplankton photosynthesis and organic matter respiration, and all chemical tracers are 

advected or diffused by the same physical processes. However, surface-water O2 equilibrates fast 

with the atmospheric partial pressure, while surface-water pCO2 adjusts slowly and rarely 

reaches equilibrium with respect to the atmospheric pCO2 due to the buffering effect of a much 

greater DIC pool on aqueous CO2 (Cai et al. 2021). Thus, the effectiveness of wind-driven 

ventilation for bottom pH requires further examination.  

 

Chesapeake Bay is a large eutrophic estuary suffering from acidification (Cai et al. 2017). 

Despite a mean water depth of 6.5 m, a deep paleochannel whose depth ranges from 15-30 m 

running in the north-south direction dominates the bathymetry in the middle reaches of the main 

stem. The estuarine channel is partially stratified with vertical salinity differences of 2-8 psu 

(Carter and Pritchard 1988). Compared with other estuaries, tidal forcing in the Bay is relatively 

modest with tidal range rarely exceeding 1 m (Browne and Fisher 1988). Wind forcing with 

dominant periods of 2-7 days is comparable to tidal forcing (Zhong and Li 2006). Therefore, 

Chesapeake Bay is an ideal system to study the shot-term variability and ventilation of bottom 

pH. 

 

Recent observations have mapped out the distributions of DIC, TA, pCO2 and pH in the main 

stem of Chesapeake Bay (Brodeur et al. 2019; Friedman et al. 2020; Chen et al. 2020). DIC and 

TA increased from surface to bottom and from north to south. The pH range is large, with a 

minimum value of 7.1 in the upper-Bay and the bottom waters of the mid-Bay and a maximum 

value as high as 8.5 at the surface waters of the mid- and lower-Bay (Brodeur et al. 2019). pCO2 

also displays a strong along-channel gradient from the estuaryôs head to mouth, resulting in 
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outgassing in the upper Bay, uptake of atmospheric CO2 in the mid Bay, and near-equilibrium 

conditions in the lower Bay (Chen et al. 2020; Herrmann et al. 2020). Seasonally, pH is high in 

winter and reaches minimum in summer (Friedman et al., 2020). The decomposition of 

autochthonous organic matter (i.e. eutrophication-stimulated primary production) is the dominant 

process consuming oxygen and lowering pH in summer (Su et al. 2020b). Nevertheless, calcium 

carbonate (CaCO3) dissolution as an important buffering mechanism in the mid-bay, leads to 

higher pH values in August than in June, despite persistent hypoxic conditions during the whole 

summer (Su et al. 2020a, 2021). Whether there also exists a physical ventilation mechanism for 

bottom acidic water remains unclear. In addition, Chesapeake Bay water has relatively weak 

buffering capacity (Cai et al. 2017), where small changes in DIC could generate a large 

fluctuation of pH. Highfrequency pH data from a moored sensor has showed short-term 

fluctuations of DIC, pH and pCO2 associated with salinity and dissolved oxygen, hinting the 

influences from physical and biological processes (Shadwick et al. 2019). However, this sensor 

only recorded surface pH and how bottom pH fluctuates is still unknown.  

 

Coupled hydrodynamic-biogeochemical-carbonate chemistry models (ROMS-RCA-CC) 

have been developed for Chesapeake Bay (Shen et al. 2019a). Shen et al. (2019a) focused their 

modeling analysis on the large-scale carbonate chemistry dynamics and validation against field 

observations. Furthermore, Shen et al. (2019b) and Shen et al. (2020) conducted 30-year hindcast 

simulations to examine ecosystem metabolism and carbon balance and investigate the 

anthropogenic impacts on pH and aragonite saturation state. Using a hindcast simulation of year 

2013, Li et al. (2020) studied how wind-driven upwelling affects the carbonate chemistry on the 

shallow shoal. With the models, Li et al. (2023) did climate downscaling projections for 
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Chesapeake Bay in the mid-21st century and showed a near-doubling of CO2 uptake, a pH 

decline of 0.1ï0.3, and >90% expansion of the acidic volume. This study combines the 

observation data and model results to examine the short-term variability and ventilation 

mechanism of bottom pH.  

 

4.3 Methods 

4.3.1 High frequency observation 

A SeapHOx sensor was deployed at the National Oceanic and Atmospheric Administration 

Chesapeake Bay Interpretive Buoy System (CBIBS; https://buoybay.noaa.gov/) Gooses Reef 

Buoy (latitude: 38.56ÁN, longitude 76.41ÁW; red dot in Fig. 4.1a) from June to October in 2016. 

The SeapHOx uses an integrated sensor package consisting of a Sea Bird SBE 37 temperature 

and conductivity sensor, an Aanderaa oxygen optode, and a modified Honeywell Durafet pH 

electrode (Bresnahan et al. 2014; Martz et al. 2010). It was placed in a custom built stainless 

steel frame and suspended from the surface buoy with an intake depth of roughly 0.2 m above 

the bottom. Depth of the observation site is ~ 11.5 m. Raw data were acquired from a pumped 

flow stream at a temporal resolution of 15 minutes and then averaged hourly for analysis. The 

analysis focuses on the period from summer to early fall when Chesapeake Bay suffers from low 

pH water. 
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Figure 4.1 Map showing bathymetry (a) and model grids (b) for Chesapeake Bay. The red 

dot in (a) marks the location of the Gooses Reef. The black lines in (a) mark the cross-sections 

and the black line in (b) marks the along-channel section used in later analysis. 

 

4.3.2 ROMS-RCA-CC model configuration 

To further examine how winds drive short-term variability and ventilation of bottom pH in 

Chesapeake Bay, we used coupled hydrodynamic-biogeochemical-carbonate chemistry models 

to conduct hindcast simulation for year 2016. The models were configured for Chesapeake Bay 

and its adjacent shelf (Fig. 4.1b), consisting of 80Ĭ120 grid points in the horizontal direction and 

20 evenly distributed vertical sigma levels in the vertical direction (Li et al. 2005).  

 

The hydrodynamic model ROMS simulates water level, currents, temperature and salinity. 

The model is forced by freshwater discharge at river heads, water levels at the open boundary, 
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and heat and momentum flux across the sea surface. The freshwater input was prescribed for the 

eight major tributaries of Chesapeake Bay, based on measurements at US Geological Survey 

gaging stations. The offshore boundary water level consists of tidal and non-tidal components. 

The tidal component was provided by global tidal model TPXO7 (TOPEX/POSEIDON) (Egbert 

and Erofeeva 2002), and the non-tidal component was extracted from daily sea level measured at 

Duck, North Carolina, by the National Oceanic and Atmospheric Administration (NOAA). The 

air-sea heat fluxes were computed by using the North America Regional Reanalysis (NARR) 

products except for the wind speeds. As NARR products underestimate surface wind speeds over 

Chesapeake Bay (Scully 2013), instead the model is forced by surface wind data obtained from a 

variety of measurements including buoys from CBIBS and weather stations from National Data 

Buoy Center (NDBC; https://www.ndbc.noaa.gov/), Integrated Surface Database (ISD; Smith et 

al. 2011), and National Estuarine Research Reserve System (NERRS; 

https://coast.noaa.gov/nerrs/). These wind measurements were adjusted to 10-m wind speeds and 

then interpolated over the Bayôs surface using a universal Kriging scheme (Fisher et al. 2015). 

The vertical eddy viscosity and diffusivity were parameterized using the k-kl turbulence closure 

scheme with the background value of 1.0Ĭ10
-6
 m
2
 s

-1
, and the horizontal eddy viscosity and 

diffusivity were set to be constant (1.0 m
2
 s

-1
). The ROMS model was initialized using 

climatological temperature and salinity conditions and run for a spin-up period of 3 years to get 

the initial condition for year 2016. A detailed description of the model configuration can be 

found in Li et al. (2005). This hydrodynamic model was previously validated against water level 

measurements at tidal gauge stations (Zhong and Li 2006; Zhong et al., 2008), salinity and 

temperature time series at monitoring stations (Li et al. 2005; Ni et al. 2020), salinity 

distributions collected during hydrographic surveys, and current measurements (Li et al. 2005; 
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Xie and Li 2018; Xie and Li 2019; Ni et al. 2020). 

 

The biogeochemical model RCA includes a water-column component (Isleib et al. 2007) and 

a sediment diagenesis component (Di Toro 2001), coupled to the ROMS hydrodynamic model in 

an offline mode. RCA simulates pools of organic and inorganic nutrients, two phytoplankton 

groups (one representing winter-spring diatoms and one representing summer dinoflagellates), 

and dissolved oxygen concentrations (Testa et al. 2014). The RCA biogeochemical model is 

forced by loads of dissolved and particulate materials from the eight major rivers. Riverine 

constituent concentrations for phytoplankton, silica, particulate and dissolved organic carbon (C), 

phosphorus (P), and nitrogen (N), and inorganic nutrients [NH4
+
, NO2

- 
+NO3

-
 (hereafter NO3

-
), 

PO4
3-
] were obtained or derived from Chesapeake Bay Program biweekly monitoring data as 

described in Testa et al. (2014). The ocean boundary concentrations were acquired from the 

World Ocean Atlas 2013 and Filippino et al. (2011). Atmospheric deposition of nutrients was 

much smaller than the riverine nutrient loading and thus not considered, following the previous 

studies (Ni et al. 2020; Li et al. 2020a; Zhang et al. 2021). The initial conditions of RCA were 

based on Chesapeake Bay Program monitoring data in December 2015. The RCA model has 

been validated against biogeochemical data at a number of stations in Chesapeake Bay 

(including NO3
-
, PO4

3-
, NH4

+
, chlorophyll-a, dissolved oxygen, and organic C, N and P), 

integrated metrics of hypoxic volume, rates of water-column primary production and respiration, 

and nutrient fluxes across the sediment-water surface (Brady et al. 2013; Testa et al. 2013, 2014, 

2017; Li et al. 2016; Ni et al. 2020). 

 

The CC model simulating DIC, TA, and aragonite CaCO3 has been coupled to ROMS-RCA 
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for Chesapeake Bay (Shen et al. 2019a, b, 2020). DIC is consumed by phytoplankton 

growth/photosynthesis and calcium carbonate precipitation. The sources of DIC include air-sea 

CO2 flux, phytoplankton respiration, oxidation of organic matter, calcium carbonate dissolution, 

sulfate reduction, and sediment water fluxes. Calcium carbonate dissolution and precipitation are 

the primary source/sinks for TA, but the contributions of several other biogeochemical processes 

(e.g., nitrification and sulfate reduction) to TA are also modeled (Shen et al. 2019a). Other 

carbonate chemistry parameters such as pH and pCO2 are calculated from the CC model outputs 

using the CO2SYS program (Lewis and Wallace 1998). A detailed description of the CC model 

and its coupling to RCA is described in Shen et al. (2019a). The CC carbonate model is forced by 

the atmospheric CO2, the riverine loads and offshore concentration of TA and DIC. Time series 

of TA measurements in riverine inputs were obtained from the USGS stations in the 

Susquehanna and Potomac Rivers (Raymond et al. 2000). The riverine DIC concentrations were 

calculated through CO2SYS with the available TA and pH (Shen et al. 2020). Carbonate 

chemistry data for the other smaller tributaries were estimated using empirical relationships as 

functions of freshwater discharge (Shen et al. 2019a). TA at the ocean boundary was directly 

estimated with the empirical equation based upon salinity at the ocean boundary (Cai et al. 

2010). DIC at the offshore boundary was calculated with the available TA, fCO2 from SOCAT 

(Bakker et al. 2016), salinity and temperature using CO2SYS. The atmosphere pCO2 was set to 

be 403 ppm in 2016 according to the observation from NOAA-ESRL 

(https://www.esrl.noaa.gov/gmd/ccgg /trends). Initial conditions for DIC and TA were calculated 

from the two-end member mixing model. The CC model has been validated against extensive 

surveys of DIC, TA and pH collected during ten cruises in 2016 (Shen et al. 2019a) and long 

term (1985-2015) measurements of pH at a number of monitoring stations (Shen et al. 2019b, 
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2020). 

 

4.3.3 Diagnostic of DIC and TA budget 

To determine what caused temporal changes in bottom pH, we used the model results to 

investigate the DIC and TA changes in a fixed control volume V of the bottom water. As pH 

depends on the ratio of DIC to TA, we analyzed the change rate in DIC-TA (i.e. 
DIC-TA

). The 

equation is given by 

DIC-TA
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                                           (τȢ1). 

The first term on the right-hand side of equation (1) is the lateral advective flux across a 

longitudinal transect (whose area labeled as A1). The second term is the influx of DIC-TA into a 

cross-channel section (labeled as A2) and is called longitudinal advective flux. The third term is 

the vertical advective flux across the upper boundary (labeled as A3) of V. The fourth term 

represents the vertical diffusive flux across A3 (Kv is the vertical diffusivity). The fourth term 

(BIO) is biogeochemical uptake or production of DIC and TA in V, including algal and microbial 

respiration, CaCO3 formation and dissolution, and benthic flux. 
DIC-TA

>0 means more DIC are 

produced than TA or less DIC are removed than TA, which lowers pH. In contrast, 
DIC-TA

<0 

means larger DIC production than TA or smaller DIC consumption than TA, elevating pH. 
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4.4 Results 

4.4.1 Wind-driven variability of bottom pH 

The time series of salinity and pH from the observation at the bottom of the Gooses Reef 

showed high-frequency variabilites (Fig. 4.2). The frequency domain covers from half day to 

several days. Here we focus on the wind-driven variability whose period is longer than 1.5 days. 

Though the observed long-term pH in August was between 7.4 and 7.5, the short-term variability 

could elevate pH up to 7.9 (Fig. 4.2c), transiently relieving the bottom acidity. The peaks of pH 

corresponded to the troughs of salinity in the time series (Figs. 4.2b & 4.2c), suggesting a 

modulation by vertical processes as surface water in Chesapeake Bay usually has lower salinity 

and higher pH than bottom. In addition, the peaks of pH always occurred during the set-down or 

at the end of up-estuary wind events (Figs. 4.2a & 4.2c). 

 

Figure 4.2 Time series of wind speed vector (a), bottom salinity (b) and bottom pH (c) from 

observations at the Gooses Reef (marked as red dot in Fig. 4.1a). The blue, red, green rectangles 

mark the duration of selected westerly, up-estuary, and down-estuary wind events in later 

analysis. The blue lines are original time series including tidal fluctuations and the red lines and 
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wind vector are low-passed with a 34-hour Butterworth filter. 

 

To further check how wind modulated the bottom pH at the Gooses Reef, we chose an 

example sequence of a southerly wind event followed by a weak northerly wind event 

(highlighted in Fig. 4.2a) and used numerical simulations to illustrate the wind-driven processes. 

Southerly (up-estuary) winds blew over the Bay between 9 and 15 August 2016, with a 

maximum wind speed of ~ 5 m s
-1
. This was followed by weak northerly (down-estuary) winds 

lasting 1 day with a maximum wind speed of ~ 2.5 m s
-1
.  

 

As a baseline for comparison, we first present the distributions of physical and carbonate 

chemistry fields at the cross-section where the Gooses Reef locates during weak westerly winds 

with wind speed below 2 m s
-1
 from 8-9 August (Fig. 4.3). Before the up-estuary wind event, the 

cross-channel transect was vertically stratified with the top-bottom salinity difference of ~ 6 psu 

(Fig. 4.3a). The isohalines tilted slightly upwards on the eastern shore as the Coriolis force 

confined the outflowing fresher water to the west. Similarly, DIC and TA were also vertically 

stratified corresponding to salinity (Figs. 4.3b & 4.3c). However, the isolines of DIC and TA 

were almost even. The uniform cross-channel distributions of DIC and TA corresponded to the 

distribution of chlorophyll-a (Figs. 4.3b-d), suggesting a biological control. Chlorophyll-a did 

not have a strong lateral gradient but showed strong vertical gradient due to light attenuation 

(Fig. 4.3d). Since phytoplankton production consumed DIC in the surface euphotic layer and 

respiration of organic material produced DIC in the bottom layer, DIC had a larger vertical 

gradient than TA (Figs. 4.3b & 4.3c). The relative impacts of primary production and respiration 

on TA are small (Cai et al. 2021). Corresponding to DIC and TA, pH also had a strong vertical 

gradient, with the top-to-bottom difference reaching 0.7 (Fig. 4.3e). The homogenized low pH 
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water occupied the bottom layer below 9-m depth. The bottom pH at the Gooses Reef was 7.3, as 

low as the water in the deep channel. The aragonite saturation state ɋAr showed a similar 

distribution as pH (Fig. 4.3f).  

 

Figure 4.3 Distributions of salinity (a), DIC (b), TA (c), chlorophyll-a (CHLA; d) pH (e), and 

ɋAr (f) at the mid-bay cross-section across the Gooses Reef during the weak westerly wind 

period marked in 4.2a. The black dashed line marks the location of Gooses Reef. 

 

The up-estuary wind drove a strong clockwise lateral circulation in the cross-channel section, 

with the eastward velocity in the near-surface layer reaching 0.05 m s
-1
 (Fig. 4.4a). This led to 

upwelling on the western shore and downwelling at the eastern part of the cross-section, with the 

vertical velocity up to 0.1 mm s
-1
. Consequently, eastward lateral currents in the surface layer 

pushed the fresher water onto the eastern shoal. Upwelling and dowelling drove the isohalines to 

tilt downward on the eastern slope of the deep channel (Fig. 4.4b). Besides, wind-driven 

turbulent mixing generated a well-mixed surface layer of 7-m depth. Due to the combination of 

strong surface mixing and downwelling, brackish water of 17.5 psu even penetrated from the 
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surface to 9-m depth over the Gooses Reef. DIC and TA showed a stronger tilt than salinity, with 

the downwelling of low DIC and low TA water toward the bottom at the eastern part of the cross-

section (Figs. 4.4c & 4.4d). The downwelling relieved the acidity at the Gooses Reef, where 

bottom pH was elevated from 7.3 to 7.6 (Fig. 4.4e). Bottom ɋAr was also elevated from 1.1 to 1.7 

(Fig. 4.4f). On the other hand, upwelling on the western shore brought low pH water from 

bottom to surface, where surface pH largely dropped from 8.0 to 7.6. 

 

Figure 4.4 Distributions of lateral circulation vector (a), salinity (b), DIC (c), TA (d), pH (e), 

and ɋAr (f) at the mid-bay cross-section across the Gooses Reef during the up-estuary wind event 

marked in 4.2a.  

 

The following down-estuary wind after the up-estuary wind event drove a counter-clockwise 

lateral circulation, with upwelling on the eastern shore and downwelling on the western shore 

(Fig. 4.5a). Isohalines were tilted upwards, with water in the intermediate depths (~11 m) 

uplifted towards the eastern shoal to 7-m depth (Fig. 4.5b). Both DIC and TA were tilted back to 

the conditions before the up-estuary wind (Figs. 4.5c & 4.5d). Upwelling at the eastern part of 
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the cross-section drove the low pH water from the deep channel back to the Gooses Reef, where 

bottom pH dropped to 7.4 and ɋAr was decreased to 1.3 (Figs. 4.5e & 4.5f).  

 

Figure 4.5 Distributions of lateral circulation vector (a), salinity (b), DIC (c), TA (d), pH (e), 

and ɋAr (f) at the mid-bay cross-section across the Gooses Reef during the down-estuary wind 

event marked in 4.2a.  

 

In addition to lateral circulation, wind can also affect along-channel processes. The 

distributions of physical and carbonate chemistry fields along the thalweg of Chesapeake Bay are 

presented in Fig. 4.6 to contrast the along-channel processes under different wind conditions. 

Before the up-estuary wind event, the tidally averaged along-channel currents displayed a typical 

two-layer gravitational circulation, with seaward flow in the surface layer down to ~ 8 m and 

landward flow in the underlying bottom layer (Fig. 4.6a). The along-channel salinity distribution 

showed sloping isohalines typical of a partially mixed estuary (Fig. 4.6b). DIC also showed an 

along-channel gradient, but the slope of the DIC isolines was gentler than isohalines (Fig. 4.6c). 

Despite the delivery of lower DIC water from the river end, pH showed an increasing 
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longitudinal gradient from the upper-Bay to the lower-Bay as riverine water is poorly-buffered 

with higher DIC/TA ratio than the oceanic water (Fig. 4.6d). However, the surface along-channel 

gradient of pH in the mid-Bay was small due to the control from primary production. From 

38.2ÁN to 38.8ÁN, surface pH were nearly homogeneous of 8.0. ɋAr showed a similar 

distribution as pH (Fig. 4.6e). The highly acidic water of ɋAr < 1 accumulated only in the upper-

Bay.  

 

Figure 4.6 Along channel distributions of subtidal along-channel current (a, f, k), salinity (b, 

g, l), DIC (c, h, m), pH (d, i, n), ɋAr (e, j, o) during the selected wind periods. The along-channel 

section is marked by the black line in Fig. 1b. The magenta and white contour lines in b, g, l 

mark the isohaline of 17 and 25 psu respectively. The black dashed lines in d, i, n mark the 

location of upper-, mid-, and lower-Bay cross-sections respectively. The white contour lines in e, 

j, o mark the isoline of ɋAr = 1. 

 

The up-estuary wind stress forced water in the surface layer to move landward whereas the 

pressure gradient due to sea level pileup at the head of the estuary drove the bottom water 




































